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Well-type high-purity germanium detectors are well suited for the analysis of small samples,
as they combine high detection efficiency with low background radiation. The well geometry
however makes efficiency calibration more difficult than that of ordinary HPGe detectors,
due to intense true coincidence and possibly random summing effects. Such a detector has
been installed at the Environmental Radioactivity Laboratory of the National Centre for Sci-
entific Research "Demokritos". For the calibration of this detector, experimental and Monte
Carlo simulation techniques were applied. To this end, calibration sources were produced
from the radionuclides available at the Environmental Radioactivity Laboratory. Starting
from the geometrical characteristics of the detector as provided by the manufacturer, using
the calibration sources and applying Monte Carlo simulation techniques, the detector was
characterized and peak efficiency, as well as total-to-peak calibration curves were produced.
The results of the calibration finally obtained by simulation are found to be in good agree-

ment with the respective experimental calibration results.
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INTRODUCTION

The gamma ray spectrometry with high-purity
germanium detectors (HPGe) is very often used in envi-
ronmental analysis. Environmental samples like aero-
sol particles collected on filters [1] or thin impaction
substrates [2] are often of low activity and therefore it is
of great importance to ensure the lowest detection limit
possible for the isotopes of interest. Furthermore, some
radionuclides of importance for environmental analysis
emit low-energy gamma photons in the energy region of
40-100 keV (e. g. 2'°Pb, 24! Am, 23*Th) and have very
low emission probabilities.

The detection limit of a radionuclide is improved
with increasing detector efficiency and decreasing the
background level [3]. To lower the background level
of a HPGe crystal, a number of techniques can be used
as described in literature [3, 4], such as the proper se-
lection of materials for the shielding and the detector
surrounding materials, as well as other considerations
with regard to the detection system and the counting
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room. With regard to the continuum background pro-
duced by the analyzed source sample, detector type,
shielding and the source-to-detector geometry play the
most important role.

In the case where radionuclides emitting low en-
ergy photons need to be determined, the issue of
self-absorption inside the sample is of great impor-
tance as well [5]. One solution when it comes to envi-
ronmental samples analysis is the use of well-type de-
tectors instead of coaxial. The reason why a well-type
detectors is a preferable choice compared to a coaxial
with the same volume is its solid angle of detection. A
well-type detector has a solid angle of detection of the
order of 4w, much higher than the typical solid angle of
standard germanium detectors for cylindrical and
Marinelli geometry [6]. As a result, full energy peak
efficiency of well-type detectors is 4-5 times higher,
compared to coaxial detectors of the same volume
when analyzing small sample volumes [3]. Further-
more, in the case of high photon attenuation within the
sample (e. g. low energy photons, high Z and
high-density materials), well-type detectors are again
preferred [6].
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The increased solid angle and efficiency of
well-type detectors however have some disadvan-
tages, since the coincidence summing effects are en-
hanced, compared to a conventional HPGe [7], intro-
ducing significant difficulties in the detector's
efficiency calibration and spectrum analysis. Coinci-
dence summing is the result of the simultaneous inter-
action of two or more photons originating from the de-
cay of the same nucleus with the detector. Coincidence
summing effects are of great importance for some
radionuclides very often used in detector efficiency
calibrations, like ®°Co and ®¥Y. Large Nal(TI) detec-
tors can be used in anticoincidence and coincidence
spectroscopy where the well- or annulus-type crystal
surrounds a germanium detector [7].

Well-type detectors are extensively used for the
analysis of environmental samples for isotopes emit-
ting low gamma ray energies [3, 5, 6, 8], especially
when small amounts of material are available. When
using well-type detectors in this kind of analysis, sam-
ples are packed into cylindrical holders — much
smaller than ordinary sample vials — which are in-
serted into the detector well, thus increasing efficiency
and reducing self-absorption within the sample.

A very common technique for detector effi-
ciency calibration is the use of commercially available
mixed radionuclide standards, emitting photons which
cover a wide energy range. In the case of a well-type
detector calibration however, this may not be the best
solution, since these standards include radionuclides
like ®°Co and #Y suffering from a true coincidence
summing effect, not to mention the random summing
effect that may be of major concern for high activity
calibration sources. A practical solution is to use a
mixture of radionuclides emitting non-coincident
gamma-rays that cover the energy region of interest
[9] if available. In addition, computation techniques
for coincidence summing corrections can be used.
These corrections can be applied to the area of the
photopeaks suffering from coincidence summing. For
awell-type detector where true coincidence effects are
more intense the correction calculations need to be
performed with greater accuracy than in ordinary
HPGe detectors [3].

As asolution to the difficulties of the experimen-
tal efficiency calibration of a well-type detector,
Monte Carlo simulation techniques can be also used
[3, 6, 8]. According to [10-12] the use of Monte Carlo
codes in order to produce full energy efficiency curves
canresult in an accuracy of 2-3 % in most cases and an
accuracy of 5-10 % when it comes to complex geome-
tries and isotopes emitting low energy photons.

The most important step when using Monte
Carlo simulation techniques in order to calibrate a de-
tector is the formation of the file that describes the sim-
ulated geometry, as it can be the main source of the ef-
ficiency's inaccuracy. However, some of the detector
geometrical characteristics needed for the simulation

are in most cases, either not provided by the manufac-
turer, or presented with high uncertainty. Furthermore,
information on the detector's dead layers is in most
cases inadequate or even missing. The dead layers are
inactive regions within the detector crystal, and there-
fore, when a photon interacts within this region no sig-
nal is recorded in the energy spectrum. The thickness
and shape of the dead layers differ from crystal to crys-
tal, as well as within the same crystal, and their dimen-
sions can only be estimated. Furthermore, they depend
on the detector's high voltage and may change with
time, especially after a warmed-up/cooled-down cycle
[8].

The aim of this work is the efficiency calibration
of a well-type germanium detector, using both Monte
Carlo simulation and experimental techniques. The
use of Monte Carlo techniques as an efficiency cali-
bration tool has been reported in other studies [3, 5, 6,
8, 13-15]. In this work, for the purpose of calibration,
custom-made calibration sources, based on materials
available at the Environmental Radioactivity Labora-
tory of the NCSR — “Demokritos” (ERL) were pro-
duced. The procedure that was followed for source
production and the detector's calibration is analyzed in
detail in the paragraphs to follow.

MATERIALS AND METHODS
Experimental set-up

The detector used in this work is a Canberra
well-type HPGe, installed at the ERLwith relative effi-
ciency 20.6 %, FWHM = 2.2 keV at 1.33 MeV and
FWHM=1.4keV at 122 keV. The detector has a crys-
tal height of 57.0 mm, diameter of 54.4 mm and a well
depth and diameter of 35.5 mm and 22.5 mm respec-
tively. The crystal is mounted inside a 1.5 mm thick
aluminum endcap. The detector is shielded with 10.6
cm lead covered inside with 2 mm electrolytic copper.
For spectrum collection and analysis Genie 2000 data
acquisition and analysis software is used.

Efficiency calibration sources

For the experimental efficiency calibration and
detector characterization, calibration sources based on
materials available at the ERL were produced. The op-
tion of preparing a calibration source from the mixed
radionuclide standard usually used for calibrations at
the ERL (CBSS 2), was rejected due to the significant
coincidence summing of some of the radionuclides it
contains (°°Co, 38Y). For the calibration, a total of six
calibration samples (sources) were produced, fig. 1,
two with a cellulose filter as a matrix, one based on an
ALMERA intercomparison sample, one using K,CO4
powder and two out of soil-dust. The sources contain
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Figure 1. Volume sources produced for the calibration of
the well-type detector

radionuclides carefully selected in order to cover in the
best possible way the energy region of interest
(70-1800 keV), using as matrices materials that simu-
late the actual samples usually analyzed at the ERL.
The procedure that was followed for source produc-
tion is analyzed in detail in the following paragraphs.

Volume sources using cellulose
filters as a matrix

Since one of the major activities at the ERL is the
analysis of air filters, it was considered necessary to
prepare calibration sources with the same matrix as the
cellulose filters used. For this purpose the following
radionuclides available at the ERL were used:

— liquid solution of **Am (1.865 Bqml™', standard
unc 7.4 %) with a half-life of 7370 years, emitting
photons with energies at43.5 keV and 74.66 ke V.

Table 1. Results of >*Am source analysis

—  liquid solution of ***Ra (10.0 Bqml™, standard
unc 0.8 %) with a half-life of 1600 years, emitting
photons at 186.2 keV.

The two sources were produced by adding one
ml of each solution to Whatman cellulose filters, us-
ing a calibrated micropipette of 20 ul (standard unc
0.5 %). This pipette was selected in order to have the
best possible distribution of the radioactive solution
on the filters and a source as homogenous as possible
was produced. Once the filter dried out, it was folded
and inserted into a glass vial, having the appropriate
geometry for the detector well.

The *Am source was analyzed twice with the
well-type detector for 86400 seconds in order to verify
the repeatability of the measurement. The results are
presented in tab. 1. For the repeatability verification a
U-test was performed, showing that there is no statisti-
cal difference between the two measurements. In tab. 1
the uncertainty given is the standard uncertainty (Type
A) of the measurement that was used for the repeat-
ability verification with the U-test.

As seen in tab. 1, for the 43.5 keV photons the
difference between the two measurements — though
not statistically significant —is relatively high. For this
reason the 43.5 keV photons were not taken into con-
sideration for the efficiency calibration of the detector.

The *?°Ra source was analyzed twice with the
well-type detector for 86400 seconds, in order to ver-
ify the repeatability of the measurement. The 2*Ra
emits gamma rays, with the most intense at 186.2 keV
and produces a series of short-lived decay products
which emit several photons as well. Many of these
photons suffer from true coincidence summing, which
is intense because of the detector's geometry [8, 13].
Among the photons emitted by ?°Ra and its' short
lived decay products in equilibrium, the most suitable
to be used for the well-type detector's calibration are:
186.2 keV (**°Ra), 295.2 keV (*'*Pb), and 351.9 keV
(>'“Pb). The analysis results are presented in tab. 2.
The measurements were conducted six months after
the sample's production and shielding, so a radioactive
equilibrium between *°Ra and 2'#Pb was assumed. In
tab. 2 the uncertainty given is the standard uncertainty

Nuolide £ [keV] February 2" 2018 June 6" 2018

Hende ¢ Eff counted c % (lo) Eff counted c % (lo) Deviation [%] U-test
2350 43.5 0.387 5 0.431 5 11 0.598

74.7 0.557 5 0.566 5 -2 0.121

Table 2. Results of ***Ra and *"*Pb source analysis
. February 8" 2018 June 4™ 2018 .
Nuclide E [keV] Deviation [%] U-test
Eff counted c % (lo) Eff counted c % (lo)

**Ra 186.2 0.353 5 0.368 5 -4 0.204
214py 295.2 0.167 5 0.164 5 1 0.035
351.9 0.133 5 0.130 5 2 0.043
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(Type A) of the measurement that was used for the re-
peatability verification with the U-test.

Asseen in tab. 2 the deviation and the U-test per-
formed revealed that these two analyses are statisti-
cally the same confirming repeatability of the mea-
surement.

Volume source produced using
ALMERA intercomparison samples

For the detector's calibration a source containing
137Cs was also prepared. '*’Cs emits gamma rays at
661.66 keV with high intensity and is a very important
radionuclide when it comes to environmental analysis.
For the calibration source fabrication, a milk powder
sample spiked with '3’Cs was used. This sample was dis-
tributed under the @ ALMERA Proficiency Test
TAEA-TEL-2017-04 and at the reference date (October
23, 2017) contained 98.6 + 5 Bgkg™' '3’Cs (dry). From
the original sample a total of 2.8096 g were used for the
production of the calibration source inside a glass vial.
The sample moisture was estimated at 3.7 %. In tab. 3
the analysis results of the '3’Cs sample are presented.
The ¥7Cs also emits a series of X-rays at the energies ~32
keV and ~36 keV. These photopeaks were not used for
calibration since they were not well resolved and there
was no interest in calibration in this low energy region.
Besides, for such low energy photons, self-attenuation
correction issues within the sample should probably be
taken into consideration.

Volume source produced using
chemical compounds available at the ERL

The “°K is a natural radionuclide with a half-life
of 1.248-10° years emitting gamma ray rays at 1460.8
keV, which makes it suitable for efficiency calibration
in the high energy region. For the production of a K
source, a high purity (99 %) K,CO; powder available
at the ERL was used. This material is highly hygro-
scopic, so the water content of the material had to be
removed. In total 3.936 g (standard unc 6.7 %) of dried
K,CO, powder were used. The K activity of the
source was calculated at 70.93 Bq.

Again, the source was analyzed twice and the
analyses results are presented in tab. 4. The uncer-

Table 3. Results of *’Cs source analysis. The results are
accompanied by their combined standard uncertainty

tainty given in tab. 4 is the standard uncertainty (Type
A) of the measurement that was used for the repeat-
ability verification with the U-test.

Asseenin tab. 4 the deviation and the U-test per-
formed revealed that these two analyses are statisti-
cally the same, confirming repeatability of the mea-
surement.

Volume source produced using
environmental samples

One main isotope of interest when it comes to aero-
sol's analysis in terms of gamma spectrometry is "Be (a
natural isotope of cosmogenic origin, with a half-life of
53.22 days, emitting photons at 477.6 keV). It was there-
fore considered important to have an estimation of detec-
tor efficiency at the "Be photon energy of 477.6 keV. To
this end — and since no "Be source was available at the
ERL — the possibility of preparing a calibration source
using fine dust of freshly sampled surface soil containing
"Be was examined. This sample was prepared at the Nu-
clear Engineering Department of the National Technical
University of Athens (NED-NTUA). For this purpose
after a rain event, when "Be was scavenged and depos-
ited on the ground surface [16-18], an ample quantity of
surface soil was collected. The sample was air dried,
sieved below 63 um, homogenized and measured at
NED-NTUA, using high resolution high efficiency
gamma spectroscopy techniques. Its activity was esti-
mated at 40 Bgkg™' (combined standard unc 7.6 %).
Then, a sufficient quantity of this material was used to
prepare a sample in a glass vial of the same type used for
the production of the other calibration sources. The sam-
ple was analyzed on the well-type detector for 241015
seconds, tab. 5. As for the second calibration source that
was produced out of the surface soil, it was decided not to
be analyzed, as it was prepared only as a second identical
sample, that was to be used in case of a faulty analysis.

MONTE CARLO SIMULATION

In addition to the experimental work, Monte
Carlo simulation techniques were applied in order to
verify and extend the experimental calibration. Monte
Carlo simulation codes have been developed and used

Table 5. Results of "Be source analysis. The results are
accompanied by their combined standard uncertainty

, July 27" 2018 , July 27" 2018
Nuclide E [keV] Nuclide E [keV]
Eff counted c % (1o) Eff counted c % (1o)
Cs 661.66 0.088 7 ¥Cs 661.66 0.088 7
Table 4. Results of the *“°K calibration source analyses
Nuclid Flkev May 23" 2018 June 18" 2018 Deviation [% Untest
uende [keV] Eff counted c % (lo) Eff counted c % (lo) eviation [%] e
K 1460.8 0.0351 5 0.0349 5 0.6 0.003
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as an alternative way to study the interactions between
radiation and matter. For this study the Monte Carlo
code PENELOPE 2011 and its user code PENMAIN
were used [19].

Initial detector simulation

For modeling the detector geometry, the geomet-
rical characteristics provided by the detector's manu-
facturer were used as a base and cylindrical symmetry
was assumed for all components of the sample-detec-
tor geometry. As presented in the detector technical
sheets, the crystal is surrounded by a holder made of
copper and an insulator made of Teflon. In order to
speed-up the simulation process, an effort was made to
simplify the detector geometry. To this end the effect
of including or not including the copper made holder
and the Teflon insulator in the simulation was investi-
gated. Figure 2 shows the geometry files that were pro-
duced, with and without taking into account the extra
materials surrounding the crystal, as visualized using
the GEVIEW2D.

One of the detector's characteristics that needed
further investigation was the dead layer thickness. The
dead layer is the result of the addition of p- or n-type im-
purities to the Ge crystal surface in order to produce the
PIN junction of the detector. For well-type detectors, a

(@

(b)

Figure 2. Two different versions of the geometry file: (a)
detailed geometry including the holder and teflon
insulator; and (b) simplified geometry without the cop-
per holder and teflon insulator

few weeks after the detector fabrication production the
dead layer thickness ranges between 0.3-0.4 mm. How-
ever, some months later it may reach ~0.8 mm and in
some cases even 2 mm [3]. In order to keep dead layer
thickness at a minimum and constant thickness with
time, the crystal was cooled down as soon as it was in-
stalled at the ERL and is kept cooled ever since. Accord-
ing to the detector specifications and the literature avail-
able in this field, for these testing simulations the front
and peripheral dead layer was set at 0.5 mm and the well
dead layer was set at 3-10~* mm. Table 6 presents the ef-
ficiency simulation results for the two geometries pre-
sented in fig. 2, and a comparison between them.

Asseenin tab. 6 the efficiencies calculated using
PENELOPE 2011 for the detailed and the simplified
geometries are statistically the same. So, it does not
make any difference whether the simple or the detailed
geometry are used for the simulations. Furthermore,
simulation speed is not so much affected by the geom-
etry simplification. For this study it was finally de-
cided to use the detailed geometry since the effect of
using the simpler geometry on the simulation speed
was considered negligible. It should be also mentioned
that while the full energy peak efficiency is the same
for both geometries, the total efficiency is not, since
the materials surrounding the detector may signifi-
cantly affect the scattered photons which reach the de-
tector.

Simulation model

For the determination of the detector's efficiency
using simulation techniques it is necessary to have geo-
metrical information for the source and the detector with
the highest accuracy possible. While for the source this
information is relatively easy to obtain, this is not always
the case for the detector, as it has already been explained.
In this study, in order to obtain a good set of geometrical
characteristics to be used as an input for the simulation,
an iterative method was applied as described in [15].
Starting from the information provided by the manufac-
turer, a series of photon energies were simulated and then
the efficiency for the corresponding energies was calcu-
lated and compared with the available experimental effi-
ciencies. Then, simulations were repeated with the ge-
ometry file slightly modified in order to the make
simulation efficiency results converge with the experi-
mental ones. This process was repeated until acceptable
convergence was reached, given a predefined conver-
gence criterion [15]. The parameters modified between
iterations were the most uncertain — like dead layer thick-
ness —and those having the greater effect on detector effi-
ciency. At the end of the iteration process, a set of detec-
tor geometrical characteristics was adopted. This set of
data lead to the best efficiency response of the detector
that was tested. It should be noted however that the final
source-detector geometry set that was determined fol-
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Table 6. Efficiency simulation results for the detailed and simplified geometry

Nuclide ElkeV] | ety | % (10) | (e sheond) | time [s] | primany showers
Am 74.66 0.550 0.01 5.24-10* 2.99-10° 1.57-10°
26Ra 186.21 0.386 0.02 1.33-10" 2.99:-10° 3.99:107
214pp 295.22 0.230 0.05 5.02-10° 2.99-10° 1.50-10’
214pp 351.93 0.188 0.06 3.75-10° 3.00-10° 1.12-10
Be 477.60 0.134 0.11 2.45-10° 2.40-10° 5.86-10°
R 1460.82 0.045 0.30 8.07-10% 2.99-10° 2.41-10°
Nuclide V] | ety | 0% (9) | S(owen o | e s |primans showers
Am 74.66 0.550 0.01 4.18-10* 3.00-10° 1.25-10°
6Ra 186.21 0.386 0.02 1.22-10* 2.98-10° 3.64-107
214pp 295.22 0.230 0.05 5.03-10° 2.9810° 1.50-10’
214pp 351.93 0.188 0.06 3.89-10° 3.00-10° 1.17-10’
"Be 477.60 0.134 0.10 2.47-10° 2.39-10° 5.91-10°
K 1460.82 0.045 0.33 8.33-10% 3.00-10° 2.50-10°
Nuclide E [keV] U-test

Am 74.66 0.0002

26Ra 186.21 0.0001

214pp 295.22 0.0000

214pp 351.93 0.0000

Be 477.60 0.0000

K 1460.82 0.0001

lowing this procedure, is the one that best describes the
simulated geometry and does not necessarily correspond
to the actual source-detector geometry.

Another issue that had to be taken into consid-
eration was the calibration source matrices. Since the
information available for each material was only a

Table 7. Initial and final dimension set based on the
detector's certificate and the Monte Carlo simulations

Initial Final
dimension set | dimension set
Diameter 54.4 mm 54.4 mm
Length 57.0 mm 57.0 mm
Distance from window 10.0 mm 10.0 mm
Crystal hole depth 35.5 mm 35.5 mm
Cristal hole diameter 22.5 mm 22.5 mm
End cap-crystal distance 10.9 mm 10.9 mm
End-cap thickness 1.5 mm 1.5 mm
Front dead layer 0.5 mm 0.15 mm
Internal dead layer 0.3 mm 0.15 mm
Dead layer on the bottom 0.3 mm 0.15 mm
of the well
Internal well-dead layer 0.5 mm

general description like soil, dry milk efc. some as-
sumptions had to be made for the simulation. The
sources made of cellulose filters (***Am and ?2°Ra)
were simulated as homogenous cylinders made of
cellulose. The milk-powder source of '*’Cs was
simulated as lactose (C;,H2,0,,) with a density of
0.585 gem . The 4°K source was simulated as K,CO,
with a density of 0.759 gem™. For the "Be source
things were a bit more complicated. This source was
actually sandy soil collected at the NTUA Campus.
Therefore it was simulated as SiO,, with a density of
1.236 gem™. In each case the sources were assumed
to be homogeneous. It should be mentioned that due
to the small size of the calibration sources, the effect
ofthe source matrix on the self-absorption of the pho-
tons inside the sources is minimized — at least for the
energies tested — therefore aunique calibration curve
was obtained for the glass vial geometry even though
different materials were used for the calibration.

Table 7 summarizes the geometrical characteris-
tics initially used and those finally adopted from the it-
eration process.

Table 8. Experimental and simulation full energy peak efficiency of the well-type detector

Nuclide E [keV] Experimental efficiency | 6% (1) Simulation efficiency % (1o) | Deviation [%]| U-test
*Am 74.66 0.566 9 0.522 0.01 8 0.485
Ra 186.21 0.368 5 0.350 0.03 5 0.363
214py, 295.22 0.164 5 0.202 0.06 -23 0.748
214pp 351.93 0.130 5 0.163 0.08 -25 0.661

"Be 477.60 0.111 12 0.115 0.10 -3 0.030
e 661.66 0.088 7 0.084 0.16 5 0.058
K 1460.82 0.035 8 0.037 0.36 -6 0.028
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As seen in tab. 7 the thickness of the dead layers
as finally adopted is rather large, compared to the val-
ues provided by the manufacturer, yet consistent with
values given in literature [3, 8].

In an effort to have more experimental points
for the calibration, the >'“Pb photons at 295.22 and
351.99 keV were also simulated, under the assumption
of radioactive equilibrium with ?>Ra. This assump-
tion was considered valid, as the vial containing the
226Ra source was air shielded using an epoxy resin.
This technique has been used for years at the
NED-NTUA and has been proven sufficient for
shielding sources containing >*°Ra.

In tab. 8 both the experimental efficiencies and
the ones determined by the Monte Carlo simulation for
the detector model finally adopted are presented,
along with their combined standard uncertainties, and
their deviations. The same table presents the results of
the U-test that was performed to check their statistical
difference.

As can observed in tab. 8, there are large differ-
ences between experimental and simulation results for
the 295.22 and 351.99 keV photons, though not statis-
tically significant. A possible explanation for this
might be the leakage from the source vial — though it is
considered air-shielded — which does not allow for ra-
dioactive equilibrium between *?°Ra, >*’Rn and their
short lived progenies to be established. Another possi-
ble explanation is the inhomogeneity of the source that
was produced with the folded air filter inside the vial.
A source not homogeneous or not completely filled
with the paper filter results in an inhomogeneous dis-
tribution of radon and its short lived progenies in the
vial, and thus in an erroneous efficiency. For this rea-
son these two experimental points were rejected from
the detector's calibration.

With regard to the rest of the photon energies
used, as it is observed in tab. 8, it is clear that with the
sources used it has proven difficult to reduce the dif-
ference between experimental and simulation effi-
ciencies below ~8 % (for the energy 74.66 keV). This
8 % should be considered as the Type B expanded un-
certainty (k= 3) of the efficiency values obtained from
the calibration curve that is produced form from simu-
lation data, given that the respective random uncer-
tainties introduced by the simulation were considered
as negligible as they are much lower.

EFFICIENCY CALIBRATION CURVES

With the geometrical characteristics of the de-
tector determined, a series of simulations for various
photon energies were performed to adequately cover
the energy range of interest 70-1800 keV. Full energy
peak efficiency, total efficiency, as well as the ratio of
the total-efficiency to the peak-efficiency (to-
tal-to-peak ratio — TTP) was calculated for all photon

energies that were simulated. The TTP ratio is neces-
sary for true coincidence summing corrections. The
results of these calculations are presented in tab. 9.
In order to improve the efficiency calibration
curve several photon energies — not only the ones for
which experimental points existed — were also simu-
lated. Figure 3 shows the experimental and simulation
efficiency points, as well as the efficiency curve pro-
duced from the simulation results. The efficiency fit-
ting function is a 7" degree polynomial, in the form of

y=36-10° —4.4-10° In x+23-10° (In x)* —
—68-10*(In x)* +12-10% (Inx)* —=12:10(In x)° +

+07-10" (Inx)® —02-107" (In x)’

with a r-square of 0.99982.

Figure 4 shows the total efficiency curve and fig. 5
shows the TTP efficiency curve of the well-type detector
as determined via the simulation. The efficiency fitting
functions are an 8™ degree polynomial, with r-squares of
0.99982 (for the total efficiency curve in fig. 4 and
0.99987 (for the TTP efficiency curve in fig. 5).

Table 9. Total efficiency and TTP ratio for
the well-type detector

Nuclide| E [keV] efggfrlmy % (1) TTP | 0% (1o)

$Am | 74.66 0.67 0.01 1.28 0.01
26Ra | 186.21 0.56 0.02 | 1.60 0.03
24pp | 295.22 0.47 0.04 | 231 0.07
24pp | 351.93 0.44 0.05 | 2.68 0.09
"Be | 477.60 | 0.40 0.06 | 3.44 0.12
¥Cs | 661.66 0.35 0.04 | 421 0.17
K 146082 | 027 0.10 | 7.20 0.39

1
>
2
2
o
2
w
0.1 m Efficiency penelope
® Efficiency experimental
0.01 ——rTrrrT —T—r—TTrry
10 100 Energy [keV] 1000

Figure 3. Experimental and simulated efficiency for the
well-type detector. The efficiency calibration curve is
obtained using the simulation results



E. Dalaka, et al.: Efficiency Calibration of a Well-Type HPGe Detector Using ...

128 Nuclear Technology & Radiation Protection: Year 2020, Vol. 35, No. 2, pp. 121-129
ACKNOWLEDGMENT
0.8
oF We acknowledge the support of this work by the
0.6 project “NCSRD — INRASTES research activities in

Total efficiency
o
[4)]

o
r's
1

0.37

0.2

10 100 Energy [keV] 1000
Figure 4. Total efficiency curve using the Monte Carlo

code PENELOPE 2011. This graph is on a logarithmic
scale

—_
(o] o ©
L L 3

TTP efficiency
¥

10 100 Energy [kev] 1000

Figure 5. The TTP efficiency using the Monte Carlo sim-
ulation

CONCLUSIONS

The efficiency response of a well-type detector,
for the analysis of air filters folded in standard glass
vial geometry was determined using Monte Carlo sim-
ulation techniques. For the detector characterization
an iterative method based on the comparison of exper-
imental and Monte Carlo simulation obtained efficien-
cies was applied. To this end custom-made volume
sources were produced and used. The deviations be-
tween the experimental efficiencies and the simulated
ones were below 8 %, which was considered as low,
compared with the Type A uncertainties introduced
during the measurement of air filters. This 8% should
be considered as Type B uncertainty of the detector
calibration and should be incorporated in uncertainty
budget calculations of the activities determined in fu-
ture analyses of air-filters. The full energy peak effi-
ciency as well as the total efficiency and the TTP ratio
correlations with energy were determined and plotted
for the well-type detector.
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Karepuna JAJTAKA, T'eoprunoc KYBYPAC,
Koncrantnaoc EJEO@TEPUATUC, Mapuoc J. AHATHOCTAKHUC

KAIINBPAIINIJIA E®OUKACHOCTU TEPMAHUJYMCKOI' JETEKTOPA
BUCOKE YUMCTORE U JAMCKOI THUITA, EKCIIEPUMEHTAJ/JIHUM INOCTYIIIINIMA
N MOHTE KAPJIO CUMYJAIIMOHUM TEXHUKAMA

JleTekTopu jaMCKOI' THIIa ca FepMaHUjyMOM BHCOKE YHMCTOhe BeoMa Cy NOTOJHU 3a aHalIu3y
Mallux y30paka, jep KoMOUHYjy BUCOKY €(pUKACHOCT JIeTEKIHje ca MaIiM I103a/JMHCKUM 3pademeM. Meby-
THM, T€OMETpHja jaMe OTexkaBa KanuOpauujy eukacHOCTH y nopehemwy ca oOMYHMM IeTEeKTOpUMa ca
repMaHUjyMOM BHCOKE umcTohe, 300r jake mpaBe KOMHIOMACHIWjE M KyMyJaluje MOTyhux ciydajHuX
edekara. TakaB eTeKTOp je uHcTanucad y Jlabopartopuju 3a pajuoakTUBHOCT XKMBOTHE cpeaune Hamuo-
HAJIHOT LIEHTpAa 3a Hay4Ha UCTpakKuBama “emMokpuToc”. 3a kanubpaluujy OBOT IeTEKTOpa IPUMEHEHE Cy
ekcriepuMeHTanae 1 Monre Kapno TexHuke cumynanuje. Y Ty CBpPXY MPOM3BEJCHU CY U3BOPU 3a Kallu-
Opauujy o paguoHykiauaa gocrynaux y Jlaboparopuju. [Tonazehu o reoMmeTpujcKux KapaKTEPUCTHKA
IeTekTopa Koje je obe3dbeauo mpomsBobadu, Kopucrehu m3Bope kKammbpanyje n npumemyjyhn MonTe
Kapno cumysnanyone TexXHHKE, IETEKTOpP je OKapaKTepucaH U NPOU3BEICeHE Cy KaluOpaluoHe KpuBe
e(pUKaCHOCTHU y MHKY, Ka0 ¥ OHOCA TOTajHe e(PUKACHOCTH U e(PMKACHOCTH Yy NMUKY. Y TBpbheHo je fa ce
pe3yaTaTtu Kanubpainuje KOHAYHO JOOMjeHN CUMYJIallijoM TOoOpO claxy ca oAroBapajyhum pesyiaraTuma
eKCIepuMeHTaJIHe Kanuopanuje.

Kmwyune peuu: zama cilexitipomeitipuja, OeilleKitlop uila jame, 2epManujym sucoke ducitiohe
Mornite Kapao cumyaauuja, kaaubpayuja ecpuxacHociiu



