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When using gamma ray spectrometry for radioactivity analysis of environmental samples
(such as soil, sediment or ash of a living organism), relevant linear attenuation coefficients
should be known - in order to calculate self-absorption in the sample bulk. This parameter is
additionally important since the unidentified samples are normally different in composition
and density from the reference ones (the latter being e. g. liquid sources, commonly used for
detection efficiency calibration in radioactivity monitoring). This work aims at introducing a
numerical simulation method for calculation of linear attenuation coefficients without the
use of a collimator. The method is primarily based on calculations of the effective solid angles
- compound parameters accounting for the emission and detection probabilities, as well as for
the source-to-detector geometrical configuration. The efficiency transfer principle and aver-
age path lengths through the samples themselves are employed, too. The results obtained are
compared with those from the NIST-XCOM data base; close agreement confirms the validity
of the numerical simulation method approach.
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INTRODUCTION

Gamma ray spectrometry is one of the most
widely used techniques for determining the concentra-
tion of natural and artificial radionuclides in environ-
mental samples. Germanium detectors with high
gamma ray resolution were used to allow a precise
quantitative determination of the radioactive concen-
tration of the samples [1]. Being a non-destructive
multi-element analysis, its major advantage is that
there is almost no need for any kind of a chemical sepa-
ration process and its suitability to all sample types [2].

Normally, environmental radioactivity samples
are different in their composition from the calibration
sources. Most of the standard radioactive volumetric
sources are made by considering the geometry config-
uration of the samples. It is hard to neglect the differ-
ence in the sample's composition such as soil, sedi-
ment and the ash of living organisms, because their
densities are different. The difference in the self-atten-
uation of gamma rays in sample materials should be
considered in the calculation of detector full-energy
peak efficiency and in the environmental analysis pro-
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cess. Self-attenuation is caused by the absorption and
scattering of the gamma rays in the sample matrix it-
self, and leads to inaccurate measurement of radioac-
tivity with large percentages, particularly for samples
emitting low-energy gamma rays [3-5]. Correcting de-
tection efficiency for the self-attenuation effect makes
amore accurate analysis achievable; consequently, the
correction of the difference in self-attenuation be-
tween the volumetric sources and the environmental
samples is required in gamma ray spectrometry.

The linear attenuation coefficient is considered
to be the crucial correction factor in self-attenuation
estimation. The attenuation of gamma rays through
composite materials is of interest for industrial, medi-
cal and agricultural studies and in many other fields.
Its properties suite a wide range of elements and com-
posite materials from the National Institute for Stan-
dards and Technology NIST-XCOM database. The
linear attenuation coefficient mainly depends on pho-
ton energy and the nature of the samples such as chem-
ical composition and density [6-12]. In addition, for
most environmental analyses, the value of the linear
attenuation coefficient is not known and should be es-
timated by measurement or use of samples of assumed
composition and density. The distribution of path
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lengths via samples of photons contributing to the
peak count rate depends on sample geometry and,
slightly less, on detector dimensions and photon en-
ergy [13, 14].

This work introduces a novel and accurate nu-
merical simulation method (NSM) for calculating the
linear attenuation coefficient by use of analytical
modeling of source-to-detector configurations and
numerical integration solutions. In it, axially isotropic
radiating gamma ray point sources are used to create a
photon cone-beam without the use of a collimator.
Plexiglass vials with diameters smaller than the diam-
eter of the crystal detector were filled with reference
sample materials [NaCl, Na,CO;, and (NH,) ,SO,4]
similar to the densities of the environmental samples.
In the study, a new NSM method was used to calculate
the linear attenuation coefficient of the samples. The
integrations were solved numerically, via the trape-
zoidal rule. The accuracy of the integration increases
with an increase in the number of intervals n, the inte-
gration value converging well at n = 20.

The methodology applied is as follows. Mathe-
matical model of this study presents, in detail, the ana-
lytical calculation of the effective solid angle and linear
attenuation coefficient using samples of various shapes
and dimensions. Experimental materials and methods
includes the experimental work with materials and
methods. Results and discussion contains the compari-
sons between the calculated linear attenuation coeffi-
cient via the recent approach and the NIST-XCOM data
showing the validity of the current approach. Our con-
clusions are presented in Conclusion.

MATHEMATICAL MODEL

When the gamma rays emitted from an isotropic
radiating point source pass through the sample mate-

Source |

rial, they undergo attenuation primarily through inco-
herent Compton scattering and photoelectric and pair
production interactions [15]. As shown in figs. 1 and
2, the attenuation of gamma rays as they pass through
matter are relevant for a number of fields, such as
shielding radiation sources and tumor irradiation, to
mention but a few. The mathematical expression,
showing an exponential decrease of gamma ray inten-
sity with material thickness (i. e. photon path-length
through the material), is given

=1 (1)

Considering that: /, is the original gamma ray
intensity / is the gamma-ray intensity transmitted
through the sample of thickness x, while u is the linear
attenuation coefficient of that sample. This attenua-
tion is found to be strongly dependent on the density of
the sample material, where more atoms and heavier at-
oms in the way of the photons mean more interactions
per unit length of the sample. Therefore, the linear at-
tenuation coefficient will have different values for the
same material, depending on its phase (solid, liquid or
vapor) and its temperature [15]. For this reason, it's
convenient to define a mass attenuation coefficient

T

=2 2)
Iol
where p is the sample density.

This quantity is independent of density and,
hence, it is the same for the sample, regardless of its
phase and temperature and approximately independ-
ent of the type of sample, as well. In addition, the lin-
ear attenuation coefficient, can also be written as the
sum over contributions from the principle photon in-
teractions [15] and can be given as

M= Hpg + Hincon T Mpp 3)

0, 0,0,0, 0

(a) 0,0, 030, 0 (b)

Figure 1. The geometry of the sample in arrangement between source-to-detector; (a) in case 8, >0, >0,>0;,

(b) in case 0, >0,>0; >0,
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Figure 2. The geometry of the sample in arrangement between source-to-detector; (a) in case 9, >0,>0,>0;

(b) in case 64> 603 >6,>6,

where fpg, tincon, and upp, are the photoelectric,
Compton, and pair production coefficients, respec-
tively, corresponding to the energy of the incident pho-
ton. The theoretical linear and mass attenuation coeffi-
cients can be estimated by using NIST-XCOM
software. XCOM software can produce cross sections
on a standard energy grid, selected by the user, or
for a mix of both grids, at energies between 1 keV and
100 GeV. This software uses the mixing rule to calcu-
late the partial and total mass attenuation coefficients
for all elements, compounds and mixtures at standard
and selected energies.

In order to calculate the linear attenuation coeffi-
cient of any sample material, a new numerical simula-
tion method (NSM) based on the direct method and an
efficiency transfer method [16-19] will be applied in
terms of the gamma-ray count rate and detector effi-
ciency given as

N

Ny

&

€o

&
&

_emy _ S,
Qg

measured measured calculated

(4)

Nand N,, are the measured count rates of gamma
rays using the vial filled with sample material and an
empty vial, respectively. This can be done by using an
isotropic radiating axial point source located at a cer-
tain distance from the vial, positioned on the detector
surface. Also, ¢, and g, are the measured efficiencies
of the detector determined under the same conditions
as the count rates [18, 19]. The measured full-energy
peak efficiency of a photon at energy £, can be deter-
mined by using the equation

e(E)= N(E)

“TagPE) ©

where N(E) is the number of counts in the full-energy
peak, 7— the measuring time (in seconds), P(E) — the
photon emission probability at energy E, As — the
radionuclide activity, and C;, the correction factors due
to radionuclide half-life. The decay correction Cy, for
the calibration source from the reference time to the
run time is given by

Cd :elAT (6)

where A is the decay constant and A7 — the time inter-
val from the reference time in which the source decays
corresponding to the run time. The uncertainty in the
experimental full-energy peak efficiency, o, is given
by

2 2 2
Os ) Os 2 Os 2
=& || — +| — +| — 7
O, 8\/(&4] Oy (6PJ Op (GNJ oy (1)

where o4, op, and oy are the uncertainties associated
with the quantities As, P(E), and N(E), respectively
[18, 19].

In addition, ¢, and &,, are the calculated detec-
tion efficiencies under the same conditions [18]. This
calculated full-energy peak efficiency can be calcu-
lated by using the equation

QEﬂ‘l

L3

*
gl =&

and ¢, =& QEiifz (®)
Q
where e* and 2* are the measured reference full-en-
ergy peak efficiencies of the detector and effective
solid angles subtended by the source-to-detector. In
our configuration, this can be done by using an isotro-
pic radiating axial point located at any distance from
the detector surface in the absence of the vial. Also,
Qgp, and Qggpy, are the effective solid angles sub-
tended by the detector surface in the presented vial
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filled with sample material and an empty vial, respec-
tively, under the same conditions as the count rates.
In case of the volumetric sample presented, not
all of the emitted photons leave the sample; some are
absorbed by the sample itself, effecting efficiency cal-
culations. The factor concerning this effect is called
the self-absorption factor S, given as in eq. (4) by

Sf = e_”“;“' (9)

where i is the sample linear attenuation coefficient
and X, — the average distance traveled by the photon
inside the sample material which can be given as

[x(0,0)dQ [[x(0,9)sin6dOde
- _Q _p0

=t 5 (10)
Q

where 0 and ¢, are the polar and azimuthal angles, re-
spectively, defining the direction of the incidence pho-
tons, while (2 is the geometrical solid angle subtended
between the source and the detector and can be given
by
Q=[[sin0 dOd¢ (11)
$6

Considering that x(6, @) is the possible path
length traveled by the photon within the sample mate-
rial with radius R, and height L, using an isotropic ra-
diating axial point source located at a distance /4, from
the surface of the vial, as as shown in fig. 1, this can be
given as
R h

L
X, = and x, = - 12
' cos6 27 sin® cosb (12)

There are several cases to be considered in order
to calculate these effective solid angles, taking into
consideration the polar angle 8 of the detector with a
radius R, and height L, where an isotropic radiating
axial point source was used and located at a distance
H, from the surface of the detector crystal in the pres-
ence of a vial (filled with sample or empty) on the de-
tector surface and in between the source and the detec-
tor.

(1) The case in which8,>6, >6,>0,,as shown
in fig. 1(a), the effective solid angles are given by

n=4
Qgry =2“Z-Qi (13)
i=1

where

04 . 0, .
Q) =S¢ [ [ f18In0dO, Q) =S¢ [ fy f)sin6do
0 05

o )
Q= .[lfattfl sin 6 do, Q, = jgfmfz sinf dO
0, 8
(14)

where, the self-absorption factors St, given in eq. (14),
are expressed as

03 03
~t| [ xsin0d6/ [sin0de
— 0 0
Sy =e
04 04
—y{ [ %2 sin6d6/ [sin ode}
— 03 03
Sp =e

2 T (15)

The attenuation factor f,,, is due to the dead
layer, end-cap, the absorber between the source and
the detector and the side and bottom of the sample
container material, described for the absorber layers
with attenuation coefficients 1, i,,..., i, and rele-
vant thicknesses #,, t,, ..., t,, between the source-de-
tector system and given by

- i/‘ié‘i
Jar =€ 7 (16)
with

t
0; :( . j [front absorber layers]

and cos 6

I8
d; :( — j [side absorber layers]
sin 6

where, 6 up to 0, are the extreme values of the polar
angles based on the source-to-detector configuration,
as shown in fig. 1, and given by

R R
0, =tan ! d | 0, —tan '] 24
H+L, H

R R, (7)
03 :tan’l S s 04 :tan71 s
L, h

h+
The striking photon may enter the upper face of
the detector and emerge from its base or side based on
previous extreme values of the polar angles, as shown
in fig. 1. These distances covered by the photon in the
two cases presented can be given as

L R
dy=—% and d, :’i_i (18)
cos @ sinf cos@

where f; =(1-e™ i ) and d; are the possible path
lengths traveled by the photon within the detector's ac-
tive volumes d; and d», as discussed before. While g4,
is the total attenuation coefficient of the detector mate-
rial at y-ray energy E,, where the coherent scattering
part was excluded. In this and all other cases as well,
the effective solid angle Qg will be given by neglect-
ing the effect of the self-absorption factor S;.

(2) In the case in which 8, >80, >0, > 0,, as
shown in fig. 1(b), the effective solid angles are given
by

n=4
Qpgy =21 Egi (19)

where
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Figure 3. The geometry of the sample in arrangement between source-to-detector; (a) in case 04> 0,>0,>0;

(b) in case 64> 60, >603> 060,
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where the self absorption factors Sy, given in eq. (20)
can be defined as

0 0
|:jx] sin0d 0/ jsin 0d 0}

g 93x sin6d 0/ Ism GdB} (21)
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(3) In the case in which 8, > 0, > 6, > 0, as
shown in fig. 2(a), the effective solid angles are given
by

n=4
i=1

where

Q =S; [fmf1 sin0do, Q,=S; jfmflsmgdg
93

Q, =5, jfaﬁjg sinfd @, Q, =jfmf2 sin 0d 6
0, 0,
(23)

where the self-absorption factors Sy, given in eq. (23)
can be defined as

DL
04 0, 0,0, 0 (b)
03 03 7
m{ [ xisin0d 0/ [sin0do
- 0 0 ]
S =e
61 0y b
| [ x,sin6d6/ [sin6do (24)
— 03 03 ]
Sg, =e
04 04 ]
1| [ x;5in0d6/ [sin0do
e 0 0

Sf3 =
(4) In the case in which 8, > 05> 6, >0, as
shown in fig. 2(b), the effective solid angles are given

by n=2
Qg =21 3 € (25)
-1

where 0
Q) =S¢ | fun i sin0d6,
0 (26)
Q, =S¢ [ fui fosin0d 6
01
where the self absorption factors S, given in eq. (26)
can be expressed as

] ]
—u{ Jxisin6d6/ [sin0d 9}
Sfl = 0 0
0 . 27)

0
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2

(5) In the case in which 8, >0, >0, > 05, as

shown in fig. 3(a), the effective solid angles are given
by

n=3
Opepr =21 '—%Qi (28)
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where EXPERIMENTAL MATERIALS
y AND METHODS
Q=5 fj",m /1 sin0do
2 A coaxial HPGe Canberra spectrometer, model
Q, = sz f S 1 sin 0dO (29) GC1520, with a volume of approximately 100 cm?
0 and energy range of 40 keV to >10 MeV, was used to
) . detect the gamma rays. The detector's cold finger was
€25 =5y, g Jau fo sin 0dO placed in a cryostat, model 7500SL. The main techni-
1

where the self-absorption factors S, given in eq. (29)
can be defined as
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(6) In the case in which 8, >0, >0; >0, as
shown in fig. 3(b), the effective solid angles are given

by n=3
Qpgy =213, €2y
where i=1
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S; f fou £ sin 04O
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l
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where the self-absorption factors Sy, given in eq. (32)
can be defined as

0 0
/1{'[)(1 sin6d 6/ _[sm 6d 9:|
Sf =¢C

1

03 1
—y{ J' x sin@d o/ Jsm od GJ
Sp=e L7 (33)
—,uj I x, sin@d 6/ _[sm od 6:|
Sf =c |‘83

3

Finally, the formulae of the self absorption fac-
tors Sy, can be rewritten and given by the next equation
based on egs. (4) and (9), and all of the above discus-
sions for each case

n

Sp=e & (34)

where the factor 7, refers to the average possible path
lengths traveled by the photon within the sample vol-
ume, depending on the position of the incidence pho-
ton. The average path lengths in eq. (34) pass through
the sample material and, by using the available ratio
fromeq. (4), itis possible to calculate the linear attenu-
ation coefficient of any sample material.

cal features provided by the manufacturer: diameter
and length of the crystal of 48 mm and 54.5 mm, re-
spectively. In addition, as shown in fig. 1, the end -cap
to the crystal distance, VG, was 5 mm, the entrance
window, ECy,, was 1.5 mm of Al and the dead layer,
DL, was 0.5 mm of Ge. The relative efficiency of the
detector was 15 % and the resolution (FWHM) at
1.33 MeV of °“Co was 1.85 keV. Standard electronics,
such as a built-in pre-amplifier model 2002CSL, HV
power supply, model 3106D, providing (+)4500 Vdc
recommended as the bias voltage, an amplifier (model
2026) with a time constant of 4 ps and a 8 k computer-
ized multi-channel analyzer, were coupled with the
detector system. The detector was kept in a 15 cm
thick lead castle to attenuate cosmic and environmen-
tal radiation, with a copper lining on the inside to ab-
sorb any lead X-rays that are produced. In order to
eliminate low background noise, the lower level
discriminator (LLD) was adjusted at 1 % of its maxi-
mum limit. Fine gain and gain were adjusted to get
well-defined gamma-ray spectra. The spectra were re-
corded and processed by the Genie 2000 data acquisi-
tion and analysis software made by Canberra.

The energy of incident gamma radiation used in
the study was varied by using five gamma emitting
point sources: ! Am (59.52 keV), 13°Ba (80.99 keV),
I32Bu (121.78, 244.69, 344.28, 778.90, 964.13, and
1408.01 keV), 137Cs (661.66 keV) and ®°Co (1173.23
and 1332.50 keV). The activity of the previous
sources ( June 1%, 2009), was in kBq (259.0 + 2.6,
2753+2.8,290.0£4.0,285.0+4.0,and 212.1 £ 1.5,
respectively). The point sources used were purchased
from the Physikalisch-Technische Bundesanstalt
(PTB), Braunschweig and Berlin, the highest German
technical authority in the field of metrology and cer-
tain sectors of safety engineering. The radioactive ma-
terial was a very slight round deposit, about 5 mm in
diameter, placed in the middle of two polyethylene
foils, each having a mass per unit area of (21.3 £
+1.8) mg/cm?. Under pressure and by heating, the
two foils were welded and sealed along the length of
the area and, thus, rendered leakproof. To enable han-
dling, a 26 mm-diameter foil was mounted onto a cir-
cular aluminum ring (external diameter: 30 mm,
height: 3 mm) from which it could easily be removed,
if and when necessary.

All measured spectra were recorded from the
above mentioned sources, which, measured by using
a special Plexiglas holder, offer a broad and free solid
angle between the source and the detector, as shown in



M. S. Badawi: A Numerical Simulation Method for Calculation of Linear ...

Nuclear Technology & Radiation Protection: Year 2015, Vol. 30, No. 4, pp. 249-259

255

Bcoo E AdFEC 4}D
A-T : 1'- N TE é &
“F i H - iFH
ik GRS I L et
) B bl
K ) B
2= -
i Ne i E R
/7
./"'
Part 1 Part 2 Part 3
Holder dimensions [mm]
Symbol A B Gl D BE F G H | J
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["D” is the value from Part 1]

Figure 5. Geometrical drawing of
the empty homemade Plexiglas vial

fig. (4). The holder has a thick enough base placed
straightforwardly onto the detector entrance window
as an absorber, so as to avoid the effect of f~ and
X-rays and protect the detector heads. It also excludes
the need for the correction of X-gamma coincidences
since, in most cases, the associating X-rays are suffi-
ciently weak to be completely absorbed before enter-
ing the detector. In order to prevent dead time, pile-up
and coincidence summing effects, a large source-
-to-detector axial distance was considered from the
detector endcap. As for measurement geometry,
sources were kept at a fixed distance of 26.40 cm from
the detector endcap.

A homemade Plexiglas vial, of a density of
1.19 g/cm? , was axially introduced in-between the de-
tector and the radioactive point source inside the
holder house and kept on the top of the holder base.
Measurements were done in both the empty and the
full vial, as well as the ones filled with various samples
of NaCl, Na,CO;, and (NH,),SO, with densities uni-
formly approximated at 1.39, 1.30, and 1.16 g/cm?, re-
spectively, which are similar to the densities of the en-
vironmental samples and allow for the large
self-attenuation effect in the low and medium energy

Sample vial

dimensions [mm]
Symbol Value
a 45.95
b 50.90
C 39.93
b 7.40

i, 3.01
ty 4.52
4 2.24
R, 19.96
Ly 40.00

region, as well. The geometrical drawing of the vial
was given as shown in fig. (5), where the height of
each sample inside the vial was fixed and kept at ex-
actly 4 cm.

As to insure adequate quality of calibration and
measurement, a detector with a minimum of electron-
ics noise and unwanted pulses must be taken into con-
sideration. Experimental measurements of both pro-
cesses were done via a good stabilizer and a good
system configuration separating it from the walls and
floors of the room. The calibration of the multi-chan-
nel analyzer converts the channel number relative to
the signal amplitude into incident gamma ray energy.
Prior to the measurement procedures, the detector was
calibrated by using three radioactive sources: >*' Am
(59.52 keV), 1¥7Cs (661.66 keV) and *°Co (1173.23
and 1332.50 keV) to approximately cover the entire
energy range of measurements.

Data acquisition and spectrum control were
done by PC through a USB port based on acquisition
and analysis software (ISO 9001, Genie 2000). The
acquisition time was as long as required to get high and
sufficiently numerous counts under each peak of inter-
est with a statistical uncertainty less than 1 %. The
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peak fitting was performed via a Gaussian shape with-
out the germanium low-energy tail.

Spectrum analysis is the main task of Genie
2000. Before the analysis itself, a choice of peak re-
gions is required. This was done by selecting the re-
gion of interest (ROI) situated between the start and
the end of the desired channels. Each full-energy peak
of the recorded spectrum was identified, the ROI
fixed, background subtracted under each peak and
then, finally, the count rate under the wanted peak re-
corded, whether the vial was empty or filled with the
sample under investigation. The measured count rates
were used to estimate the linear attenuation coefficient
of each sample, based on the specified energy range of
gamma ray sources.

RESULTS AND DISCUSSION

In the previous section, an explanation was
given for measurement of the self-absorption factor
and linear attenuation coefficient of different sample
materials by means of an experimental technique. In
this section, a broad comparison between these values
and those expected in theory will be made in order to
check the reliability of the present method in which
the values acquired by both methods are based on the
calculated average path distance traveled by the pho-
ton inside the sample materials. The variation of the
calculated self-attenuation factor, S, of the various
samples of NaCl, Na,CO;, and (NH,),SO, and their
densities as a function of photon energy can be given
as in fig. (6). These values were obtained based on the
ratio of the effective solid angle in eq. (4) and accord-
ing to an online database of the reference linear attenu-
ation coefficient [20].

The variation of the calculated linear attenuation
coefficient, g, of the same samples as a function of
their density and photon energy can also be given as in
fig. (7). They were estimated based on the previous val-
ues of the calculated self-attenuation factor, Sy, and the
average path distance traveled by the photon inside the
sample materials, as shown in eq. 10. Our mathematical
model takes into account integration limitations of case
(2.6) regarding the differences in the physical and
chemical properties of the samples stored in a relatively
large Plexiglas vial in order to be representative enough
of the self-attenuation correction factor.

Table 1 shows the calculated values of the
self-attenuation factor S;, compared with the ones
measured, obtained from the ratio in eq. (4) between
the measured gamma ray count rates in a vial filled
with sample materials and an empty vial, respectively.
Furthermore, the same table contains a comparison
between the online database of the reference
(XCOM), the calculated and the measured linear at-
tenuation coefficient, where the measured values of
the linear attenuation coefficient were determined de-
pending on the ratio of the measured count rates of
gamma rays in eq. (4) and the average path distance in
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Figure 6. The variation of the calculated self-attenuation
factor of the various samples of NaCl, Na,COs, and
(NH,4)2S0, and their densities as a function of photon
energy

°
o

7 T S
& 12 16 o 24
Photon energy [100 keV]
Figure 7. The variation of the calculated linear
attenuation coefficient of the various samples of NaCl,
Na,CO;, and (NH4),SO, and their densities as a function
of photon energy

eq. (10) traveled by the photon inside the sample mate-
rials. The deviation percentage between the XCOM
and the measured linear attenuation coefficient values
isA;. Also, A, is the deviation percentage between the
XCOM and the calculated linear attenuation coeffi-
cient values, while A; is the deviation percentage be-
tween the measured and the calculated self-attenua-
tion factor based on the following equations,
respectively,

Al _ H measured ~ Hxcom 100 [%]

H measured

A, = Hecalculated ~ HXCOM 100 [%] (35)
Hcalculated

N f (calculated) -S f(measured)
Ay =

100 [%]
S f (calculated)
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Table 1. The variation of the linear attenuation coefficient 2 and the self-attenuation factor Sy, including its deviation

percentage
Sample Energy u[em™] St Deviation percentage
name [keV] XCOM Measured | Calculated | Measured | Calculated Ay [%] A [%] As [%]
59.53 4.447E-01 | 4.647E-01 | 4.676E-01 | 2.108E-01 | 2.088E-01 4.30 4.90 -0.97
80.99 2.886E-01 | 2.847E-01 | 2.986E-01 | 3.853E-01 | 3.678E-01 -1.37 3.35 —4.76
121.78 | 2.091E-01 | 2.077E-01 | 2.111E-01 | 4.987E-01 | 4.930E-01 —0.67 0.94 -1.15
244.69 1.547E-01 | 1.574E-01 | 1.536E-01 | 5.903E-01 | 5.977E-01 1.72 -0.69 1.23
302.85 1.422E-01 | 1.453E-01 | 1.430E-01 | 6.145E-01 | 6.193E-01 2.13 0.59 0.77
NacCl 344.28 1.354E-01 | 1.319E-01 | 1.346E-01 | 6.429E-01 | 6.370E-01 —2.65 —0.57 —-0.93
661.66 1.032E-01 | 1.011E-01 | 1.033E-01 | 7.126E-01 | 7.074E-01 -2.08 0.14 -0.74
964.13 | 8.657E-02 | 8.822E-02 | 8.608E-02 | 7.441E-01 | 7.495E-01 1.87 —0.57 0.72
1173.23 | 7.848E-02 | 7.995E-02 | 7.924E-02 | 7.650E-01 | 7.668E-01 1.84 0.97 0.24
1332.50 | 7.360E-02 | 7.383E-02 | 7.397E-02 | 7.809E-01 | 7.805E-01 0.31 0.49 -0.05
1408.01 | 7.165E-02 | 7.000E-02 | 7.126E-02 | 7.910E-01 | 7.876E-01 —2.36 —0.55 —0.43
59.53 2.410E-01 | 2.334E-01 | 2.298E-01 | 4.575E-01 | 4.630E-01 -3.26 —4.86 1.19
80.99 2.110E-01 | 2.066E-01 | 2.025E-01 | 5.005E-01 | 5.074E-01 —2.13 —4.19 1.36
121.78 1.810E-01 | 1.837E-01 | 1.758E-01 | 5.403E-01 | 5.550E-01 1.47 —2.97 2.64
244.69 1.460E-01 | 1.450E-01 | 1.435E-01 | 6.153E-01 | 6.183E-01 -0.69 -1.73 0.49
302.85 1.360E-01 | 1.320E-01 | 1.349E-01 | 6.425E-01 | 6.364E-01 -3.03 —0.80 -0.97
Na,CO; | 344.28 1.290E-01 | 1.252E-01 | 1.272E-01 | 6.573E-01 | 6.531E-01 -3.04 —-1.45 —0.64
661.66 | 9.325E-02 | 9.186E-02 | 9.513E-02 | 7.351E-01 | 7.271E-01 -1.51 1.97 -1.10
964.13 | 7.808E-02 | 7.846E-02 | 7.881E-02 | 7.689E-01 | 7.680E-01 0.48 0.92 —0.12
1173.23 | 7.069E-02 | 7.066E-02 | 7.237E-02 | 7.892E-01 | 7.847E-01 —-0.04 2.32 -0.57
1332.50 | 6.641E-02 | 6.739E-02 | 6.728E-02 | 7.979E-01 | 7.982E-01 1.45 1.30 0.04
1408.01 | 6.459E-02 | 6.602E-02 | 6.435E-02 | 8.016E-01 | 8.061E-01 2.17 —0.37 0.55
59.53 2.650E-01 | 2.760E-01 | 2.614E-01 | 3.967E-01 | 4.165E-01 3.99 -1.36 4.76
80.99 2.117E-01 | 2.071E-01 | 2.084E-01 | 4.997E-01 | 4.975E-01 -2.22 -1.59 -0.44
121.78 1.782E-01 | 1.826E-01 | 1.726E-01 | 5.425E-01 | 5.609E-01 241 —3.24 3.28
244.69 1.400E-01 | 1.379E-01 | 1.403E-01 | 6.301E-01 | 6.250E-01 -1.52 0.23 -0.82
302.85 1.296E-01 | 1.309E-01 | 1.302E-01 | 6.450E-01 | 6.465E-01 0.99 0.48 0.23
(NH4),SO,4| 344.28 1.238E-01 | 1.287E-01 | 1.217E-01 | 6.497E-01 | 6.651E-01 3.81 -1.71 2.32
661.66 | 9.453E-02 | 9.648E-02 | 9.497E-02 | 7.238E-01 | 7.275E-01 2.02 0.46 0.51
964.13 | 7.937E-02 | 7.820E-02 | 7.809E-02 | 7.695E-01 | 7.698E-01 -1.50 -1.63 0.04
1173.23 | 7.208E-02 | 7.070E-02 | 7.257E-02 | 7.891E-01 | 7.842E-01 -1.95 0.68 —0.63
1332.50 | 6.757E-02 | 6.656E-02 | 6.711E-02 | 8.001E-01 | 7.986E-01 -1.52 -0.68 -0.18
1408.01 | 6.560E-02 | 6.577E-02 | 6.572E-02 | 8.022E-01 | 8.024E-01 0.26 0.18 0.02

From figs. (6) and (7) intab. (1), itis evident that:
self-attenuation factors are of utmost importance, es-
pecially in the low and medium energy region, because
when the self-attenuation factor is not present in the
calculations, this causes an increase in full-energy
peak efficiency values and will act as the main source
of uncertainty in volume measurement. Underestima-
tion of the measured activity is also a possibility if the
reference efficiency values are measured by using a
standard source of the water matrix and the densities of
the measured samples differ considerably from that of
the source. The self-attenuation factor increases rap-
idly with the decrease of energy in different materials
and reaches high values based on the density, material
composition and the hightened probability of the pho-
ton traveling distances within the source matrix itself.

The linear attenuation coefficient for the various
photon interaction processes is high at the start and
then decreases sharply with a rise in photon energy up
to 100 keV for all selected composite materials, due to
the dominance of the three main incident photon pro-

cesses. The values of the calculated and measured lin-
ear attenuation coefficients are in close agreement
with the reference linear attenuation coefficient from
the online database (XCOM) used to calculate devia-
tion percentage values.

This study was designed and based on simplified
devices without a collimator to verify the mathemati-
cal model by using reference sample materials to cal-
culate the linear attenuation coefficient. Nevertheless,
it can be widely applied if vial samples in different ge-
ometries and shapes, discussed in Mathematical
model, are present in cited mathematical calculations,
allowing easy determination for the self-attenuation
factor of all sample types.

CONCLUSION

In this work, a novel straightforward method
based on source-to-detector geometry and configura-
tion and the calculation of the average path length dis-



M. S. Badawi: A Numerical Simulation Method for Calculation of Linear ...
258 Nuclear Technology & Radiation Protection: Year 2015, Vol. 30, No. 4, pp. 249-259

tance traveled by the photon inside the sample materi-
als was used to determine the linear attenuation
coefficient. The same method was used to correct the
self-attenuation effect inside the environmental volu-
metric samples. The value of full-energy peak effi-
ciency of the volumetric samples depends on the com-
position and densities of the samples. Deviation
percentages show a 5 % level of efficiency of the
method. The method could, thus, serve as an effective
and inexpensive tool to be used by inexpert techni-
cians in routine measurements of gamma ray spec-
trometry involving homogenous and unfamiliar sam-
ples.
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Moxamen C. BAIIABU

METOJA HYMEPUYKE CUMYJALIMJIE 3A INPOPAYYH JIMHEAPHUX
KOEOUIIMNIEHATA CJIAB/BEIbA HEMJEHTUOUKOBAHUX MATEPUJAIIA
Y PYTUHCKOJ TAMA CIIEKTPOMETPUIN

Kapma ce kopucTm rama CHmeKTpOMETpHja 3a PaJOaKTUBHY aHANHM3y y30paka U3 KABOTHE
cpepuHe (Kao IITO Cy 3eMJBUINTE, CEIUMEHT, WK NeNeo >KUBOI OpraHu3Ma), MOTPeGHO je IMO3HaBaTH
oxrosapajyhe nuHeapHe koeduiujeHTe ciadbbemha Kako OM ce M3pauvyHasia caMoarcopriyja y Teny
y3opka. OBaj mapameTap je yTOJMKO BasKHUJH jep CY HenieHTU(PUKOBAHY Y30PIH PA3IMINATH IO CACTaBY U
TyCTHHE Of] pepepeHTHHX (TIpu YeMy pepepeHTHH Y30PIH MOTY OUTH TEUHH U3BOPH, KOJH ce YOOUUajeHO
KOpHCTe 3a Kanuopanwujy e(puKacHOCTH IeTeKIHje Y MOHUTOPUHTY pagnoakTuBHocTH). OBaj paj nMa 3a
1IUJb /la yBeJle HyMEPUUKY CUMYJIAIMOHY METO/IY 32 TpOpavyH JIMHEeapHUX KoedullujeHaTa cnabspema 6e3
nprMeHe KonmmMaTopa. MeTofa je mpe cBera 3acHOBaHa Ha IIPOpavYyHIMa e(PEeKTHBHIUX TPOCTOPHUX YIIIOBA
— mapameTapa jeiumema Koju oapebyjy BepoBaTHOhe emmucuje u eTeKlHje, Kao U 32 TeOMETPHjCKY
KOH(Uryparujy u3Bop-aetekropa. Takobe cy npuMemeHr IpUHIUI TpaHchepa e(PUKACHOCTH U CPEIHUX
AyXuHa cI00OfHOT myTa Kpo3 y3opke. J[lobujenn pesynaratu ynopebenum cy ca NIST-XCOM 6azama
mojaTaka # OJIMCKO cllarame pe3yiTara HoTBphyje onpaBgaHOCT HyMEpUIKe CHMYJIIAIIOHEe METOJIE.

Kmwyune pequ: zama clieKpomettipuja, AuHeapHu KoehuyujeHitl caabmerba, epekiiusan upocilopHu
y2a0, cpedra OyHuHa cA0000HOZ Wyilla, HyMePpUHKA CUMYAAUUOHA METLOOA




