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There is a common understanding among thermal-hydraulic experts that the system anal-
ysis codes have currently reached an acceptable degree of maturity. Reliable application,
however, is still limited to the validated domain. There is a growing need for qualified
codes in assessing the safety of the existing reactors and for developing advanced reactor
systems. Under conditions involving multi-phase flow simulations, the use of classical
methods, mainly based upon the one dimensional approach, is not appropriate at all. The
use of new computational models, such as the direct numerical simulation, large-eddy
simulation or other advanced computational fluid dynamics methods, seems to be more
suitable for more complex events. For this purpose, the European Commission financed
NURESIM Integrated Project (as a part of the FP6 programme), was adopted to provide
the initial step towards a Common European Standard Software Platform for modelling,
recording and recovering computer data for nuclear reactor simulations. Some of the
studies carried out at the University of Pisa within the framework of the NURESIM pro-
ject are presented in this paper. They mainly concern the investigation of two critical phe-
nomena connected with jet instabilities and direct contact condensation that occur during
emergency core cooling. Through these examples, the state-of-the-art and the need for
model improvements and validation against new experimental data for the sake of getting

a better understanding and more accurate predictions are discussed.

Key words: advanced computational tools, multi-fluid flow, jet instabilities, direct contact
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INTRODUCTION

In the near past, most of the phenomena that occur
in two-phase flows were simulated using best estimate
(BE) thermal-hydraulic codes. The latter have been ini-
tially developed for industrial applications of large geo-
metrical scales and are generally based on the one-di-
mensional approach. This prevents the existing codes
from performing realistic simulations or evaluating the
safety and performance of advanced reactor systems
with sufficient reliability. For instance, in such
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“large-scale” codes, the structures of dispersed phases
such as bubbles or droplets cannot be recognized indi-
vidually, although additional field describing of the addi-
tional phase (e. g. the droplets, separately from the liquid
film on the wall) has been implemented in certain oil in-
dustry codes [1, 2]. Furthermore, advanced reactor sys-
tems often adopt new design features which are based
upon multi-dimensional-multi-fluid thermal-hydraulic
characteristics. Consequently, multi-dimensional model-
ling of multi-phase flows has become more prevalent as
computer capabilities have significantly expanded. Such
analyses become necessary for deriving accurate esti-
mates of the complex phenomena that occur during nor-
mal or out-of-the ordinary operating conditions. It is,
therefore, quite natural to try to understand the multi-di-
mensional phenomena either on the basis of sophisti-
cated experiments or more reliable computer codes. De-
veloping and testing these tools requires intensive work
on complex physical modelling and numerical schemes.
For this purpose, the European Commission NUclear
REactor SIMulations (NURESIM) project was financed
with the aim of setting up an initial step towards a Com-
mon European Standard Software Platform for model-



A. Bousbia-Salah, E Moretti, E D'Auria: State-of-the-Art and Needs for Jet Instability and ... 59

ling, recording and recovering computer data for nuclear
reactor simulations.

Advanced computational methods such as com-
putational fluid dynamics (CFD) have now been recog-
nized as an important tool, as discussed in [3]. This
method was initially developed for one-phase flows,
but it is also increasingly been applied for the calcula-
tion of two-phase ones. Velocity, pressure and tempera-
ture fields can be determined with a high degree of ac-
curacy and therefore higher degree of universal validity
is to be expected. However, a prerequisite for these
model improvements is the provision of adequate ex-
perimental data.

The validation tests for these calculation tools
include separate effect tests (SET) and some real size
industry-like experiments; they are used to validate the
physical models implemented in the codes [4]. Experi-
mental data are also needed for the quantification of
code uncertainties, for checking the scale-up capabil-
ity to fill the gap between the real plant and test facility
scales and for the development of new generation
codes or advanced reactor systems.

The pressurized thermal shock (PTS) constitutes
one of the most important safety issues in the design of
nuclear power plants (NPP) [5]. Nowadays, this topic is
rigorously investigated through the use of BE computa-
tional tools, more powerful numerical methods that take
into account the multi-dimensional, multi-phase flow
modelling. The most severe PTS scenario limiting the
reactor pressure vessel (RPV) lifetime is a cold water
emergency core cooling (ECC) injection into the cold
leg during a LOCA. The injected water mixes with the
hot fluid present in the cold leg and the mixture flows
towards the downcomer of the RPV. Under such a sce-
nario, extreme thermal gradients in the structural com-
ponents may occur and last for a long period of time
leading, consequently, to very high thermal stresses.
Therefore, the loads upon the RPV must be assessed re-
liably. To achieve this goal, relevant physical phenom-
ena as ECC jet instabilities and direct contact condensa-
tion before mixing should be accurately modelled when
a two-phase PTS scenario occurs. These two issues are
discussed hereafter in more detail.

JET INSTABILITY PHENOMENON
Overview

The stability analysis of a liquid jet injected into
a gaseous medium is a crucial matter for several tech-
nical and industrial applications. In particular, a good
understanding of the jet break-up mechanism is funda-
mental for the development of enhanced injection sys-
tems ranging from ink-jet printing, fueling of Formula
1 race cars, direct fuel injection for diesel engines, to
such applications as ECC in PWR nuclear plants. Due
to these technological applications, the problem of jet

stability has been widely investigated, both experi-
mentally and theoretically.

The pioneering work on the topic was performed
in the 19" century by Rayleigh who developed a the-
ory for surface waves on a liquid jet caused by small
perturbations in velocity and pressure. He made a
linearized analysis of the capillary stability of an in-
compressible liquid. The linear stability theory allows
predicting the break-up length (i. e. the distance from
the nozzle exit where the break-up occurs) and the
drop’s dimensions. These quantities were shown to
depend upon the Weber number (W =pV2a/c)
which represents the “ratio” between the inertial and
capillary forces.

A liquid jet issuing from a nozzle may breakup
into small drops when it is subjected to even minute
disturbances. The fundamental mechanism responsi-
ble for the break-up of a liquid jet is that of surface ten-
sion induced instability. Other mechanisms, however,
can modify the break-up process and alter both the
continuous length of the jet and the size distribution of
the drops. These mechanisms include other effects that
influence jet stability, such as:

= the velocity profile relaxation at the nozzle exit: a
laminar jet, for instance, is characterized by a par-
abolic velocity profile; after the jet exits from the
nozzle, however, no more wall shear stresses are
present and the profile tends to become uniform,

— the interaction between the liquid jet and the sur-
rounding gas: the relative motion between the jet
and the surrounding air gives rise to pressure
forces on the jet, thus enhancing instability.
Moreover, at high jet velocities, the shear forces
may strip away ligaments of fluid from the jet’s
surface, and

= the heat and mass transfer at the jet surface: the
transfer may produce thermal or concentration
gradients which in turn determine a surface ten-
sion-driven flow within the jet; jet stability may
thus be enhanced or reduced.

Therefore, the main objectives of the studies on
liquid jet instability have been to obtain the growth
rates of the initial disturbances (as a function of the
disturbance wave number), the cut-off wave number,
the drop sizes after the break-up, the break-up length,
and the break-up time; as well as to determine drop be-
havior after the break-up (e. g. satellite merging) and
the effects of the initial disturbance amplitude, distur-
bance-type (such as surface, pressure or velocity dis-
turbances), the initial velocity profile of the jet, and
fluid properties.

Jet modelling

A liquid jet is naturally unstable and breaks up
into droplets. The mode of disintegration is strongly
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related to the character of the jet and velocity differ-
ence between the liquid and the surrounding gas. This
difference controls the level of aerodynamic forces. In
the case of a low liquid velocity jet, in an ambient gas
at rest, the aerodynamic forces are negligible and the
jet breaks up into drops with a diameter comparable to
the jet diameter under the capillary pinching phenome-
non. This is the Rayleigh mode regime. For high val-
ues of liquid or gas velocity, the instabilities lead the
jet to break up into drops with diameters much smaller
than the jet diameter.

Liquid jet stability has been studied extensively
in the past and there is considerable literature on the
characteristics of “submerged” jets (i. e., water into
water or air into air). However, much less is known
about the flow of “free” jets (i. e., water into air). Al-
though the former, after an initial region of the flow
development, is completely described by the local mo-
mentum conditions and thus amenable to simple math-
ematical modeling, the latter displays a total absence
of self-similarity and is governed by parameters such
as pressure, nozzle size and configuration, density,
viscosity and surface tension of the jet fluid. The
breaking up of free jets has, nevertheless, attracted a
good deal of attention (see fig. 1).

In 1879, Rayleigh carried out the first important
study on jet stability. He studied the temporal stability
of inviscid jets by means of the linear stability theory
and proved that only axis-symmetric disturbances
with a wavelength larger than the circumference of the
undisturbed nozzle grow in time. Neglecting the effect
of ambient fluid, the viscosity of the jet liquid and
gravity, Rayleigh demonstrated that a cylindrical lig-
uid jet is unstable with respect to disturbances charac-
terized by wavelengths larger than the jet’s
circumference [7].

The general model considered for a water jet is,
as shown in fig. 2, issuing at time (#) from a nozzle of a
radius R with a velocity u(0, ¢) that is uniform across
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Figure 1. Different regimes of the break-up of fluid jets
(1) Rayleigh s regime, (2) first wind induced regime, (3) sec-
ond wind induced regime, (4) atomization regime [6]

the exit area, but periodic around a mean value of U
and expressed as:

u(0,t)=U+AUsin2nf(t) (1)
where U is the average exit velocity and AU and fare

the amplitude and frequency of the modulation, re-
spectively.
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Figure 2. Infinite axis-symmetric jet

Rayleigh’s model consists of imposing, at /=0, an
interfacial disturbance with Fourier wave numbers &
and 7 in the z and @ directions, respectively. He deter-
mined the evolution of this initial disturbance to an
inviscid jet using normal modes e/ * ) * st \where z
is along the thread axis and s(k, ) is complex.

Rayleigh established that only axis-symmetric
(n=0) disturbances with wavelengths (2n/k) larger than
the undisturbed thread circumference (2ma) grow in
time [s(k, n=0)> 0], and that there is a maximum in the
growth rate at a wave number (k,,,, ) equal to 0.696/a for
which the disturbances grow without traveling, [s(k, n =
=0)= 0]. This temporal stability of the static thread was
reconsidered in the case when the thread fluid is viscous
and surrounded by a second immiscible viscous liquid.

Since capillarity drives instability, the range of
unstable wavelengths remains the same when viscous
effects are included, but growth rates are reduced and
the maximally growing waves are shifted to longer
wavelengths. The disturbances were generally mod-
eled as growing in time. In most applications, the jet is-
sues from an orifice and breaks downstream, i. e., dis-
turbances continually imposed at the nozzle tip (either
intentionally, through periodic oscillations, or through
tip imperfections) grow by the destabilizing action of
capillarity as they are diffused downstream, until they
cause the jet to break up into drops.

Keller [8] first noted this fact. It suggested a base
state in which the jet is modelled as a circular infinite jet
moving with uniform velocity upon which interfacial
disturbances with Fourier frequency modes @ are im-
posed, locally, in space and, periodically, in time. Foran
inviscid jet and axis-symmetric disturbances, Keller [§8]
determined the spatial growth for the harmonic re-

sponse (X" I(w) complex, k < 0 for spatial
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growth) as a function of the Weber number (W =
= pV*alo; o is the fluid density). This demonstrated that
for frequencies in the unstable range, the drop size and
distance to the break-up point can be predicted, since
the drops which are formed at this point in time have a
size which scales as 1/k(w) and the distance down-
stream from the break-up is of an order of 1/k(w).

Numerical and experimental studies

A large body of experiments studying the
break-up of jets into drops has been undertaken, usu-
ally by applying disturbances generated with different
techniques:

— acoustic-induced vibrations,

— electromagnetic-induced vibrations,

— mechanically-induced vibrations, and

— thermal modulation of the surface tension.

Generally, a sinusoidal periodic disturbance of
frequency @ applied at the nozzle tip using acoustic,
electromagnetic or piezo-electric-induced pressure vi-
brations or a vibrating impinging needle. In all of the
above mentioned studies, the distance between two
successive peaks determines the wavelength of the
disturbances. The (spatial) growth rate was measured
by measuring the break-up length or by measuring the
amplitude of the disturbance at two successive
peak/troughs and by assuming exponential spatial
growth. In addition, the waves were assumed to dif-
fuse with jet velocity, so that the temporal theory ap-
plies in the moving frame.

Drazin and Reid [9] performed stability analysis
for plane jets similar to Rayleigh’s analysis of a cylin-
drical jet. They found that a non-viscous infinite plane
jet is stable, i. e. not subject to any disturbances, be-
cause surface tension always has a damping effect and
forces the surface back to its initial shape when
perturbed.

Sou and Tomiyama [10] studied the effect of a
turbulent flow within an atomization nozzle and liquid
jet discharged from the nozzle. Their numerical simu-
lation was based upon a hybrid numerical method, a
combination of a two-way bubble tracking method
and an interface tracking method. This hybrid method
enabled them to examine the effects of bubbles on lig-
uid jet deformation. As a result of bubble tracking and
hybrid simulations, the following conclusions were
reached:

— the method yields good predictions for the distri-
bution of pressure and bubbles within the nozzle,
as well as for the relation between injection pres-
sure and liquid flow rate,

— the collapse of bubble clouds within liquid jet en-
hances the deformation of the liquid jet, and

— the vortices generated in a nozzle play a more im-
portant role in jet deformation than interfacial
forces acting on the liquid jet.

On the other hand, Cinnella [11] made a prelimi-
nary step towards the understanding of non
axis-symmetric liquid jet break-up mechanisms. Spe-
cifically, the objective was to investigate whether, and
how, the use of non-circular nozzles influences jet
break-up properties. A numerical approach was used,
i. e. a finite volume code. The volume of fluid (VOF)
front capturing methodology was considered to repre-
sent the liquid/gas interface.

Numerical results concerning jets in Rayleigh’s
regime emanating from either circular or square-edged
nozzles were emphasized. In this model, the jets are
subject to a sinuous velocity perturbation at the nozzle
inlet and characterized by growing values of the Weber
number. For square jets, at least in the range of the
Weber number considered, a significant reduction of
the break-up length with respect to the axis-symmetric
case, as well as a reduced sensitivity of the break-up
length to the jet Weber number, have been found. These
phenomena seem related to the appearance of
secondary flows whose intensity grows with jet speed,
promoting jet.

A numerical study was carried out by Ibrahim
[12] on the evolution of asymmetrical disturbances on a
viscous liquid jet in an inviscid gas medium. The asym-
metrical disturbances were shown to become relevant at
high Weber numbers.

Alternatively, Furlani [13] studied the effect of
surface tension on the break-up and drop formation.
The surface tension was locally modulated by heating
the surface of the jet as it leaves its orifice. An analytical
closed-form expression for time dependence of the jet
radius was derived. This expression enables rapid para-
metric analysis of jet instability (time to drop formation)
as a function of jet radius, velocity, viscosity, density,
and surface tension.

Sami and Ansari [ 14] studied the effects of veloc-
ity profile relaxation on the instability of laminar liquid
jets cast from long tubes. There is substantial evidence
to indicate that the results of these effects are similar to
those of the relative motion between the jet and its am-
bient gas, i. e. as the velocity is increased, the jet length
reaches a maximum and then decreases as the velocity
increases further. The effect of velocity profile relax-
ation on the drop size distribution, however, has not yet
been measured.

The break-up of the jet can additionally be de-
pendent on nozzle geometry. Karasawa [15] clearly
demonstrated the effect of nozzle length on the devel-
opment of instabilities on the liquid jet’s surface. With
the increase in nozzle length, the jet surface shape
changes from smooth to wavy. The initial velocity pro-
file at the nozzle exit can, thus, have a substantial influ-
ence on liquid jet stability and its sensitivity to the ve-
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locity profile is particularly true for low mean velocity
(laminar) flows. The effect of nozzle turbulence on
drop size distribution was experimentally investigated
by Sterling, and Abbott [16].

Pan and Suga [17] used direct numerical simula-
tions (DNS) to simulate water jets into air. The level-set
method is adopted in present simulations as a front-cap-
ture methodology to track the dynamically evolving lig-
uid/gas interface. Reynold’s number at jet exit ranges
from 480 to 15,000, Weber’s number from 3 to 10,000.
The liquid/gas density ratio is 816. The dynamic features
of liquid/gas jet flows and the primary break-up are rea-
sonably captured by their simulations. Numerical simu-
lations confirm the effects of the gravity and surface ten-
sion forces on the break-up process at relatively low
Reynold’s numbers. It has also been observed that the ra-
dial velocity, induced during the relaxation of the axial
liquid velocity profile, leads to the disintegration of high
speed jets (see fig.3). The study supports the experimen-
tal observation that high-speed laminar jets are more
prone to instability and break-up in an extremely violent
pattern, much sooner than fully developed turbulent jets.
Nevertheless, velocity profile relaxation with turbulence
effects needs to be further investigated.

Demuren and Wilson [18] investigated complex
streamwise vorticity fields in the evolution of non-cir-
cular jets. Generation mechanisms are investigated via
Reynolds-averaged (RANS), large-eddy (LES), and di-
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Figure 3. Simulation of high speed
water jets into air

rect numerical (DNS) simulations of laminar and turbu-
lent rectangular jets. Complex vortex interactions are
found in the DNS of laminar jets, but axis-switching is

observed only when a single instability mode is present
in the incoming mixing layer. With several modes pres-
ent the structures are not coherent and no axis-switch-
ing occurs. RANS computations also produce no
axis-switching. On the other hand, LES of high
Reynolds number turbulent jets produce axis-switching
even in cases with several instability modes in the mix-
ing layer. Three-dimensional simulations of laminar
and turbulent jets with rectangular cross-sections were
performed. At low Reynold’s numbers, the DNS were
performed, while at higher Reynold’s numbers, LES or
RANS computations were carried out. Figure 4 shows
the contours of the instantaneous total vorticity for rect-
angular jets at low and high Reynold’s numbers.

Figure 4. Instantaneous broad mode instabilities
total vorticity of rectangular jet at Re =750, with
DNS (a) and at Re =75 000 with LES (b) [18]

DIRECT CONTACT
CONDENSATION

Direct contact condensation (DCC) constitutes a
critical issues for LWR safety-related situations. How-
ever, there are no adequate models to simulate accu-
rately such phenomenon as the condensation of a large
bubble containing steam and non-condensable gases
in water [19].

DCC generally occurs around a jet injection dur-
ing an ECC transient in pressurized water reactors. In
large break LOCAs, very large injection flow rates
may occur particularly during the accumulator dis-
charge. These situations are characterized by a strong
thermo-mechanical coupling and strong instabilities
may be created by high instantaneous condensation
rates. This leads to plug formation in cold legs which
strongly affects the flow regime and the delivery of
water to the vessel (intermittent water delivery to the
downcomer). These phenomena were observed exper-
imentally in the scale-1 upper plenum test facility
(UPTF) by Weiss [20]. Therefore, the prediction of
thermal-hydraulic interactions by contact condensa-
tion of steam on the water surface is of interest for an
efficient ECC injection.



A. Bousbia-Salah, E Moretti, E D'Auria: State-of-the-Art and Needs for Jet Instability and ... 63

The experimental results performed in the COSI
test facility [21] show that a large fraction of the total
condensation occurs in the zone of the jet and, more
particularly, around the injection. Since the condensa-
tion increases in the vicinity of the injection, this sug-
gests that the turbulence induced by the jet is the main
controlling mechanism.

In ideal conditions, when the jet is continuous
without a breakup, Janicot and Bestion [21] suggested
the use of the Iciek correlation to predict the condensa-
tion on the jet, notwithstanding the fact that no
experimental evidence exists to confirm this model. The
correlation is expressed in terms of the Stanton number:

i —-0.28
St:0.00835(dj Fr ! 2)

where / is the jet length, d — the injection diameter, and
Fr — the Froude number.

Various models describing heat and mass trans-
fers at an interface have been proposed either in terms
of the surface renewal theory or Reynolds averaged
turbulent diffusion. However, most of the developed
correlations are valid only under the test facility condi-
tions under which they are derived, but not necessarily
for different geometries and scales.

In addition, an accurate modeling of such mecha-
nisms requires the consideration of liquid re-circulations
and the calculation of temperature profiles in the liquid
layer. Therefore, both experimental and numerical limi-
tations exist.

Simulations of contact condensation have
shown that standard interfacial mass transfer models
are not sufficient to predict this phenomenon accu-
rately. These limitations could be overcome by consid-
ering models entirely based on 3-D flow regime ap-
proaches. The numerical limitations are nowadays
being surmounted. In recent works, as those presented
by [22-24], several solution methods are investigated.

As a continuation of the work of Janicot and
Bestion [21], the work of Coste [24] represents a
significant attempt to calculate the direct contact con-
densation occurring at the ECC injection while taking
into account the multi-D features of the two-phase
flow. A 2-D computational approach is adopted in or-
der to describe the injection of a sub-cooled water jet
into a horizontal pipe filled with flowing steam close
to saturation. The geometry of the calculation domain,
as well as the boundary conditions for the calculations,
are derived from a set of experiments performed at the
COSI facility. The model is based upon a set of simple
models, including sub-grid scale effects of turbulence
and a liquid/gas heat transfer model for condensation
based on the surface renewal concept. The results were
validated against eighteen COSI tests.

The calculated condensation rate is compared
against the measured one and the obtained errors for

different runs were generally less than 20%, despite the
limitations related to the use of a 2-D approach. The
flow topology identified in ref. [21] (distinction be-
tween the recirculation zone, high turbulent mixing
zone, and the downstream stratified flow) is also repro-
duced by Coste’s calculations, although only qualita-
tively. Both measurements and calculations indicate
that a great part of the condensation takes place in the jet
zone and that it is mainly governed by the turbulence in-
duced by the jet itself. Downstream from the jet region,
the condensation rates are lower than in the jet region.
The presence of non-condensable gases reduces the
condensation rate, since those gases tend to form some-
thing like an insulating layer between the vapour and
the liquid, thus hindering phase interaction. In such
conditions, heat transfer is controlled by the vapour mo-
lecular diffusion through the air layer. However, this
last effect was not included in the calculations.

Generally, much better tendencies of phenom-
ena and quantifications of some of the effects were
provided by these predictions. However, the calcula-
tions under-predicted thermal stratification, probably
due to the limits imposed by not taking into account
the 3-D effects, as well as those of overestimating tur-
bulent liquid conductivities and viscosities.

Khoo [22] used the DNS method to simulate va-
por condensation at a turbulent liquid interface. On the
other hand, Maksic and Mewes [23] proposed a numeri-
cal simulation for the condensing flow of subcooled
water injected into a pipe filled with saturated steam.
For this purpose, a 2-D model was developed for the de-
scription of the flow with direct contact condensation.
The mass flow rate of condensation is calculated as a
function of the interfacial area and turbulent energy dis-
sipation of water in the vicinity of the interface. The so-
lution is obtained using the commercial CFD-code (fig.
5), validated against UPTF tests.

_
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Figure 5. Calculated results for phase distribution in
time [23]

MODEL IMPROVEMENTS

Current numerical tools are now capable of mod-
eling even structures with complex geometry by using
a 3-D numerical model and solving complex physical
aspects of respective flows [25]. However, two-phase
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CFD is much less mature than single phase CFD. The
flows are much more complex and many basic phe-
nomena may take place at various scales. Thus, it is
clear that the physical modeling will have to be im-
proved over a long period of time. Fundamental ques-
tions related to the averaging or filtering of equations
are not yet as clearly recognized. This makes the sepa-
ration between physics and numerics not always well
defined [26]. Therefore, additional advancements are
needed to include further developments of the
two-phase CFD models on the basis of experiments
and on the basis of new systems of equations and/or
new closure laws based on theoretical and/or empiri-
cal basis using interface tracking methods (ITM).

The PTS simulations, including jet flows and DCC
phenomena, must be enhanced beyond the current
state-of-the-art by substantially improving the two-phase
flow modeling capabilities of current CFD and system
codes. Improvements are necessary, both for the physical
models (heat transfer coefficient at the interface between
liquid and vapor, instabilities of the interface), as for the
numerical schemes (accuracy, CPU time). The improve-
ment of current state-of-the-art CFD-codes must be based
on existing experiments, as well as on new experiments
equipped with novel measuring techniques (e. g., mean
velocity, turbulent fluctuations, liquid temperatures,
high-frequency wire-mesh sensors) that offer sufficient
resolution in space and time for comparison with the CFD
computations.

The desired model improvement could, for in-
stance, be inspired by recent works published in the
open scientific literature such as [27], which proposes a
two-fluid model based on accurate mechanistic compu-
tational fluid dynamics that can predict a wide variety of
steady and transient multiphase flow phenomena. A
wide range of mechanistic models are also to be found
in the paper dedicated to gas-oil multiphase flow, as
found in [28]. However, as outlined by Yadigaroglu
[29], in the current generation of codes, the mechanistic
models of interfacial areas depend on flow regime; the
flow regimes are typically determined using a collec-
tion of mechanistic transition criteria with a relatively
simple flow regime “maps” as a result. This approach
may lead to abrupt flow regime changes and, possibly,
to certain non-physical situations.

For calculation techniques, Lakehal [30] pro-
posed novel developments in the DNS-based turbu-
lence modeling strategy for calculating jets in
crossflows. The new trends in computational methods
for nuclear reactor thermal-hydraulics are discussed by
Yadigaroglu [31] who proposes a new computational
multi-fluid dynamics (CMFD) for a better simulation of
multiphase flow phenomena.

CONCLUSIONS AND
RECOMMENDATIONS

Multi-dimensional modeling of multiphase
flows has become more prevalent as computer capa-
bilities have significantly expanded. Such tools are
nowadays intensively investigated in order to obtain
more accurate simulations of complex phenomena that
occur in industrial and nuclear power plants.

Although a huge amount of investigations have
been carried out to understand the mechanisms related
to jet instabilities, an approach capable of describing
the phenomenon which would take into account all the
parameters that govern the stability of a jet (gravity,
the viscosity of both the liquid and the surrounding
gaseous medium, nozzle internal flows, turbulence,
velocity profile relaxation, asymmetry, satellite drop
formation, efc.) seems to be still missing. Most of the
achieved results are based on analytical or semi-ana-
lytical models within the linear perturbation theory ap-
proach, with a number of simplifying assumptions that
limit their applicability. The use of CFD simulations
based on the volume-of-fluid method shows promis-
ing results. Nevertheless, further developments in
modeling are needed and much is expected from DNS
and multi-phase CFD approaches, in particular from
the interface-tracking techniques, as well as experi-
mental data for the validation of numerical techniques.
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Annc BYCBUA-CAJTAX, ®aouo MOPETU, ®panuecko JAYPUA

CABPEMEHUM MOJE/IN HECTABUIHOI MJTA3A N TUPEKTHE
KOHTAKTHE KOHJEH3AIINJE U IIOTPEBA BBbUXOBOI' YHAIIPEBEIbLA

Meby crpyumanuma 3a TEpMO-XUPAyJIHUKYy IOCTOjU ONINTE yBEpeHwe Jla Cy MporpaMu 3a
aHaJM3y CUCTEMA yNpPaBo JOCTUTIIN MPUXBATIHLMB HUBO 3peiocTd. MehyTum, BHUXoBa 1Moy31aHa npuMeHa
jOIII yBeK je orpaHmyeHa camo Ha noTBpheHu nenokpyr. [locroju pacryha morpeda 3a KBaTu(UKOBAHUM
KOJJOBUMa 3a OlIeHy CUT'YpHOCTHU ITocTojehux peakTopa U pa3Boj HalpeJHUX peakTopckux cucrema. Ilon
ycJIoBUMa KOjU YKIbYUyjy BHIIeda3Hy CUMyJIalXjy TOKa, ynorpeda KIAaCHYHUX METO[a YINIaBHOM
3aCHOBAHMX Ha je[JHOIMMEH3MOHOM NPUCTYIy HUje yomiuuTe oaroBapajyha. Kopumhewe HOBUX Mopena
pauyHama, Kao IITO Ccy AMPEKTHa HyMepHuyKa CHMYJalfja, BEIMKOBPTIOXKHA CUMylaluja, WId Apyre
yHanpebene metofie fuHamuke hIyHja, YMHA CE€ MOTOJHUjUM 3a ciiokeHuje norabaje. HYPECUM
MHTETPHUCaHU MPOjeKT (puHaHCHpaH o EBponcke Komucuje (kao feo PI16 mporpama) 6mo je mpuxsahen ca
OWbEM Ja yYMHU OpPBH KOpaK IIpeMa ONIITEEBPOICKO] CTaHAapAHO] CO(MTBEPCKO] IAaT(OpMU 3a
MofieIoBame, Oelieskelhe W OOHaBbalke pAavyHapCKHX IOflaTaka 3a CHMYJAlWjy pajfa HyKJIeapHOT
peakTopa. Heka ojf oBux mpoyuaBama Koja cy o0aBibeHa Ha YHHUBep3uTeTy y [1n3u y OKBUpY MpojeKTa
HYPECHM npuka3sana cy y oBoM pajy. Tuuy ce yriaiaBHOM HCTpakKiBaka ABE KPUTHYHE 110jaBe IIOBE3aHe
ca HecrabuHoIThy Mila3a U IUPEKTHOM KOHTaKTHOM KOHJIEH3alljoM Koje ce forabajy TOKOM BaHPeHOT
xnabema jesrpa. ITocpencTBoM OBHX IpuMepa, pagu OOJber pa3yMmeBama M TadHUjer HpeABubama,
pa3sMaTpaHu Cy CaBPEMEHU MOfeNM U noTpeda 3a HUXOBUM IOOOJbIIAKEM U IIPOBEPOM Ca HOBUM
eKCIepUMEHTATHUM ofaluMa.

Kmwyune peuu: ynatipehenu pauynapcku aqaitiv, suuiepayuonu ok, HecltlaOuAHOCL MAaA3a, OUPeKIIHA
KOHINAKIIHA KOHOeH3ayuja




