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The distributed measurement system — HYPERION NET, based on the concept of
FieldBus technology, has been developed, implemented, and tested as a pilot project,
the first WEB enabled on-line networked ionizing radiation monitoring and meas-
urement system. The Net has layered the structure, tree topology, and is based on the
Internet infrastructure and TCP/IP communication protocol. The Net s core element
is an intelligent GM transmitter, based on GM tube, used for measuring the absorbed
dose in air, in the range of 0.087 to 720 uGy/h. The transmitter makes use of an
advanced count rate measurement algorithm capable of suppressing the statistical
fluctuations of the measured quantity, which significantly improves its measurement
performance making it suitable for environmental radiation measurements.
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INTRODUCTION

The modern information technology ap-
proach to the measurement of physical quantities,
control of technological processes, environ-
mental/object monitoring aimed at protection of
humans and environment requires the execution of
multiple measurements at many remote sites. A
measuring system organized in this way is called a
distributed measuring system.

So far, a number of stand-alone (wall-
mounted, benchtop, portable, etc.) nuclear measur-
ing instruments have been developed and produced
in large series in the Electronics Department of the
VINCA Institute of Nuclear Sciences. The first PC
based radiation monitoring system having network
connectivity was developed in 2000 [1], but it had
some restrictions as pilot project: concept “Client-
Server” was implemented in the way contrary to the
usual implementation, the supporting software re-
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quired installation at each PC user, the probes were
intended for indoor use only, etc. The emerging
trend of networking and WEB enabling of instru-
mentation has given rise to the development of
HYPERION NET. The implementation and func-
tional testing of the pilot project was carried out in
2003. HYPERION NET represents a versatile sys-
tem primarily meant for environmental monitoring
and human protection in the vicinity of nuclear
machines, technological processes using radioactive
materials, and areas with high risks of radiation
pollution. It 1s a rugged and robust ionizing radia-
tion monitoring system, used for in-building, near-
building, and field measurements operating under
exceptional working conditions. In order to meet its
purposes, the HYPERION NET had to obey specific
international standards and regulations [2-5].

THE ARCHITECTURE AND
ORGANIZATION

The distributed measurement system HYPE-
RION consists of three hierarchical layers. Each
individual layer performs its task in the process of
measurement, acquisition, and processing of the
measured data.

The lowest layer of the system is the net of
transmitters (intelligent sensors), in the FieldBus
terminology denoted as “Device Network” |6, 7].
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A constituent part of the device net is an intelligent
GM transmitter (IGMT); it measures the layer of
ionizing radiation, performs local processing of the
measured data, and, on request, and forwards the
data to the local node C, using standard digital
communication interface. Within the device net the
master-slave relation is clearly defined in that the
local node C, is a master and all IGMT in the net
are slaves.

The data collected by the local node are proc-
essed and stored in the local database, they are
available on a PC display to the operator, and, in
the form of packages, they are exchanged with the
higher hierarchical layer - the central node C. The
hierarchical layer higher to the Device Network is
called Field Network. It consists of local control
nodes C, to C,, and the central control node C. The
exchange of data between any local node G; (7 = 1,m) and
the central node C is carried out by using standard
digital TCP/IP protocol via Ethernet or Internet.

The data collected from local nodes Cy, G, ..., G,
are processed by the central node C, stored in the
central database of the HYPERION net, displayed
to the operator in the central node, and organized
in a WEB site, in HTML document format, for the
purpose of further vertical connection to the higher
hierarchical layer (Management Network) or public
information services.

DESCRIPTION OF THE
INTELLIGENT GM
TRANSMITTER

The basic measuring element in the distrib-
uted measuring system HYPERION is an IGMT.
It performs the following tasks: measurement of the
levels of ionizing radiation, processing of the meas-
ured data, self-testing for the purpose of identifying
the state of the transmitter, and communication to
the higher hierarchical layer, local node C;. Rlock
diagram of the IGMT is shown in fig. 1.

The IGMT is based on two SI-8B GM tubes
supplied by a 400 V d. ¢. power supply [8]. The
selected GM tube has sensitivity of 114 imp/s at
10 pGy/s for ®°Co, which was sufficient for this type
of measurement. The pulses from the two detectors
are collected and processed by the microcontroller
subsystem. The speed and accuracy of the applied
preset count measurement method have been im-
proved by implementation of a new algorithm for
suppressing statistical fluctuations of measured data
[9]. The new implemented algorithm significantly
improves measurement performance of an IGMT,
makes it suitable for environmental radiation meas-
urements. The microcontroller subsystem [10] also
performs the autotest of the IGMT functions, ¢. 4.
control of the high volrage supply, operating tem-
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Figure 1. Block diagram of the IGMT

perature of the transmitter, etc. This subsystem
prepares the processed measurement data and
through the communication subsystem forwards
them to the local node C,;.

THE INTERCONNECTION OF
IGMT AND LOCAL NODE C)
AND THE DEVICE NET

The IGMTs are connected to the local node
C, by a common bus and constitute a segment of
the device net clustered around the local node C;.
The communication between IGMT and C; is real-
ized as a standard two-way digital EIA RS-485
interface with additional lines required for the
IGMTs power supply [11, 12].

Figure 2 shows the block diagram of the
interconnection between the local node C,; and n
IGMTs forming its Device Network. In the case
where a larger number of IGMTs is required (n > 32)
or meeting the requirements has to be on the maxi-
mum ETA RS-485 segment length, the repeaters are
needed. The repeaters link the Device Net segments
implementing only the physical layer of the OSI 7
layer communication protocol by using the repeat-
ers the maximum covered distance is extended to
about 10 km and up to 255 IGMTs can be inter-
connected. The configuration and parametrization
of an IGMT is carried out using point-to-point
communication mode implementing the well estab-
lished concept of FDT Technology [13].

The communication protocol for the C; -
IGMT system is defined as follows:
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Figure 2. Block diagram of the device net and interconnection of a local node C, to a large number od IGMTs

(1) The process of reading measured data from IGMT

* The protocol is cyclic, i.e. the local node
polls IGMTs in the device net, point-to-mul-
tipoint.

* The communication is initiated by the mas-
ter, the local node C,, which sends two bytes for-
matted SYNC + ADR (SYNC = 7Eh, ADR -
IGMT address) to identify the IGMT requested to
send its measured data.

¢ The identified IGMT returns measured data
to the master, the local node C,, seven bytes for-
matted ALARM + DATA + CHECK SUM
(ALARM - autotest status, one byte, DATA — mean
time between successive pulses, four bytes,
CHECK_SUM - general parity check).

(2) The process of pavametrization of IGMT table

* The protocol implies point-to-point com-
munication of the configuring PC and IGMT.

* The communication is initiated by the mas-
ter, the configuring PC, which sends one byte
CALW (CALW = 2Ah).

* Upon receipt of the CALW byte, IGMT is
ready to receive the configuring data. The data
contain the identification, measurement, and cali-
bration parameters.

(3)  The process of veading the identification, measure-
ment, and calibration pavameters from IGMT
table

* The protocol is not cyclic, i. e. the local node
reads the table of parameters of the IGMT in the
device net upon request by the operator, the con-
figuration is point-to-multipoint.

* The communication is initiated by the mas-
ter, the local node C,, which sends two bytes for-
matted CALR + ADR (CALR = 2Dh, ADR -
IGMT address) for identification of the IGMT
requested to send its parameter table.

* The identified IGMT returns 28 bytes from
its EEPROM table and, for the purpose of ensuring
the synchronization master-slave, upon receipt of
each byte the local node C; returns one ACK byte
for confirmation (ACK = 2Eh).

DESCRIPTION OF THE LOCAL NODE
AND THE CONCEPT OF VIRTUAL
MEASURING POINT

The local node, as the central point of the
lowest hierarchical layer of the distributed HYPE-
RION system, s.e. of the Device Network, is de-
signed on the basis of the concept of virtual meas-
uring multi-probe instrument [14]. The functions
of the local node are: acquisition of data from
IGMTs, processing of these data, storing the proc-
essed data in a local database, displaying locally the
measured data, generation of reports on the meas-
urements carried out by the portion of the device
net it controls, and forwarding the acquired data to
the higher hierarchical layer, the central node C.

A general purpose PC can be used as the local
node C;. The necessary adjustment required for
connecting the PC to the device net is the use of the
adapter EIA RS-232 to EIA RS-485 full duplex
with a +5 V supply for the bus. The adapter allows
two-way communication with the device net at the
speed of 9600 baud at distances up to 1200 m
without repeaters. The local node is equipped with
an autonomous power supply (UPS).

The data acquired by the device net are for-
warded to the higher hierarchical layer, central node
C, by the standard digital protocol TCP/IP [15].

INTERCONNECTION OF THE
LOCAL NODES WITH THE CENTRAL
NODE AND THE CONTROLLER NET

The local nodes, C; (i = 1, 2,..., m), are
connected to the central node C, by using net
topologies of Ethernet (LAN or MAN) or by In-
ternet, and constitute a net of controllers. The
communication between a local node C; and the
central node C is realized by using the standard
digital protocol TCP/IP. Figure 3 shows a block
diagram of the interconnections of local nodes C;
with the central node C.

The use of the standard digital protocol
TCP/IP ensures the integrity of data sent from local




Dj. Saponjié, A. Zigxé, V. Arandjelovié: HYPERION NET - A Distributed Measurement System for Moenitoring ... 45

Local node
C,

TCPA
Local node
C,

Central

=
= -
. node C

Local node
o

Figure 3. The interconnections of local nodes C; with
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nodes C; to the central node C. The distributed
measuring system HYPERION allows the possi-
bility that the local nodes could be statically or
dynamically IP addressed, whereas the central
node C must have a fixed IP address.

DESCRIPTION OF THE
CENTRAL NODE C AND THE
ORGANIZATION OF SOFTWARE

The central node C is the central point of the
Field Network of the HYPERION system . ¢. the
net of controllers. The functions of the central
node are: collection of the measured data from
the local nodes, processing and storing the proc-
essed data in the central database, displaying of
the status of the measuring system and displaying
of the measured data to the operator, generation
of reports on the measurements carried out by the
complete HYPERION Network, presentation of
the collected data by WEB technology using
HTML data format [16] in the manner that they
are accessible to the higher hierarchical layers
(Management Networks or public information
services) using standard WEB browsers.

A general purpose PC can be used for the
realization of the central node C of the minimum
configuration of HYPERION measurement sys-
tem. If needed, the performance and reliability of
the system could be increased by using two sepa-
rate servers for the database application (database
server) and a WEB access application (WEB serv-
er). The central node is equipped with UPS in
order to ensure the autonomy of the power sup-

ly.
. The software of the central node comprises:
the application for acquisition of data from the local

nodes based on TCP/IP, the application database,
and the application WEB server. The Apache
server is used as the WEB server application.
Configuring the Apache sever is carried out lo-
cally by the operator of the central node.

CONCLUDING REMARKS

The distributed measurement system HYPE-
RION NET follows the modern concept of Field-
Bus technology. The system has been developed,
implemented and tested as a pilot project. It repre-
sents the first WEB enabled on-line networked
ionizing radiation monitoring and measurement
system realized in the Electronics Department of the
VINCA Institute. The Net has a three-layer struc-
ture, tree topology, and is based on the Ethernet or
Internet infrastructure. For increased data integrity
and reliability, it uses the TCP/IP communication
protocol. For measurement of the absorbed dose in
air in the range of 0.087 to 720 pGy/h an intelligent
GM transmitter is used. The transmitter makes use
of an advanced count rate measurement algorithm
capable of suppressing the statistical fluctuations of
the measured quantity which significantly improves
its measurement performance making it suitable for
environmental radiation measurements.

The developed, implemented and tested, dis-
tributed, Internet-based, monitoring measurement
system is shown to represent a suitable low-cost
solution for Government institutions, interested sci-
entific community and the public in order to be
on-line and accurately informed on the level of
background ionizing radiation.
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L]
‘Bophe WATNIOBWH, Anexcannap KUTHER, Bojucnas APAHBEIOBHE

HYPERION NET - TMCTPUBYUPAHU MEPHU CHCTEM 3A
MOHUTOPHUHI' HUBOA MO3AMWHCKOT JOHU3YJIYRET 3PAYEKHA

PasBujeH je npumemeH 1 TecTupan fucTpubyrpany Mepuu cucreM —- HYPERION mpeska 3acHo-
Ban Ha FieldBus Texsonornju xao npsr WEB yMpexesu MHTepaKTHBHH MepHH cucTeM 3a mpahemse
PaguoakTHBHOTr 3payera. Mpexka uMa XHjepapXujcKy cTPYKTYpY, TOTONOTHjy APBETa W 3acHOBAHA je Ha
Wnreprer ungacrpyrrypn u TCP/IP koMyRHKauHOHOM MpoToKomy. OCHOBHHE eJTleMeHaT MpesKe je HHTEH-
renTHH 'ajrep-Munepos TpancMuTep, 3acHOBaH Ha I"ajrep-Muneposom Gpojauy, Koju Mepu aricopboBany
mosy y Basuyxy y oncery o 0.087 mo 720 pGy/h. ¥ TpaHcMHTEpY je TpHMer:eH YcaBpIIEHH aNTOPHTAM 3a
Mepeme cpefilbe OpsuHe Opojara KOju NOTHCKYje CTaTHCTHUKe (IyKTyaldje MepeHe BeaWYMHE LITO

3Ha4ajHO moGoskluaBa NepcopMaHce MEpema TaKo Jla je CHCTeM IOTOfaH 3a Mepelhe OCHOBHOT rama
3paver:a U3 NpHpOoJe.



