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Two presented methods were developed to improve classical preset time count
rate meters by using adaptable signal processing tools. An optimized detec-
tion algorithm that senses the change of mean count rate was implemented in
both methods. Three low-pass filters of various structures with adaptable pa-
rameters to implement the control of the mean count rate error by suppress-
ing the fluctuations in a controllable way, were considered and one of them
implemented in both methods. An adaptation algorithm for preset time inter-
val calculation executed after the low-pass filter was devised and implemented
in the first method. This adaptation algorithm makes it possible to obtain
shorter preset time intervals for higher stationary mean count rate. The adap-
tation algorithm for preset time interval calculation executed before tlllae
low-pass filter was devised and implemented in the second method. That ad-
aptation algorithm enables sensing of a rapid change of the mean count rate
before fluctuations suppression is carried out.

Some parameters were fixed to their optimum values after appropriate opti-
mization procedure. Low-pass filters have variable number ofPstatlonary coef-
ficients depending on the specified error and the mean count rate. They im-
plement control of the mean count rate error by suppressing fluctuations in a
controllable way.

The simulated and realized methods, using the developed algorithms, guar-
antee that the response time shall not exceed 2 s for the mean count rate
higher than 2 s! and that controllable mean count rate error shall be within
the range of +4% to +10%.
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mean count rate

INTRODUCTION

Fluctuations of the results of processing of sig-
nals from radiation detectors in order to obtain
mean count rate are caused by random variations of
the spacing between successive input pulses even in
steady state [1]. This property of both analog and
digital rate meters is present irrespective of which
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measurement principle, preset time or preset count,
is applied.

The properties of preset count algorithms
have been analyzed in detail [2], applying classical
methods of analysis. The improvements as regards
statistical fluctuations by modifying spacings be-
tween input pulses [3], have been implemented in
practice [4, 5]. The corresponding analyses of preset
time algorithms have also been reported [6].

No attempts have been made so far to apply
adaptable digital signal processing methods in the
analysis and design of digital rate meters even
though some indications of the equivalence of FIR
(Finite Impulse Response) and IIR (Infinite Im-
pulse Response) filters and some of digital rate me-
ter algorithms have been reported [7].

The purpose of this paper is to present the ap-
plication of digital filters [8], and adaptable digital
signal processing [9], methods to the design of digi-
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tal systems for calculation of mean count rate. Two
methods for improving the performance of classical
preset time algorithms are proposed. The first
method starts with a longer preset time of 10 s as-
suming stationary rates corresponding to back-
ground radiation levels and then uses an adaptation
algorithm to adjust the duration of the preset time
interval if the mean count rate is changed. The sec-
ond method starts with a shorter preset time of 1 s,
being immediately prepared to react to sudden
changes of the mean count rate, but switches to a
longer preset time interval of 10 s if stationary rates
corresponding to background radiation levels are
maintained.

Both methods use an optimized detection al-
gorithm to sense the change of mean count rate,
adaptable low-pass filter to implement mean count
rate error control by controllable suppression of
fluctuations and an optimized algorithm of adapta-
tion of preset time interval based on the current
value of the mean count rate. Relative standard de-
viation, defined as the ratio of the standard devia-
tion of the mean count rate and the mean count rate,
is used as the performance criterion for the selection
of the optimum parameter values. Optimum values
are those that minimize the relative standard
deviation.

The methods differ in the strategy of execu-
tion of the algorithm for adaptation of the preset
time interval. In the first method, the preset time in-
terval adaptation algorithm is executed after the
low-pass filters. This allows obtaining shorter pre-
set time intervals for higher stationary rates. The
second method executes the adaptation algorithm
before the low-pass filters, which enables sensing of
the rapid changes of the average rate before
fluctuation suppression is carried out.

Both methods were simulated by a self-de-
signed software package and implemented in a
newly developed portable rate meter using a stan-
dard 8-bit microcontroller.

PROBLEM DESCRIPTION

The stochastic nature of pulse arrivals sug-
gests that the fluctuations from the average number
of arrivals from a pulse counter within a fixed time
interval (preset time) will also represent a random
process. Should the fluctuations follow normal dis-
tribution then the standard deviation could repre-
sent the appropriate measure of the mean count rate
error.

It would be appropriate to find a convenient
low-pass filter to suppress the fluctuations of the
mean count rate. In order to be able to control the
mean count rate error, low-pass signal processing
needs to have one or more parameters whose adjust-

ments would keep the fluctuations within defined

limits.

The intrinsic property of the preset time algo-
rithms for counting rate meters is the presentation
of the mean count rate in fixed time intervals:

e shorter time intervals enable faster readouts at
the expense of larger fluctuations, while longer
time intervals imply slower readouts that corre-
spond to reduced fluctuations. This calls for an
optimum solution, and

e for stationary or very slowly varying conditions
keeping the time interval fixed would yield satisfac-
tory results. However, should the rate change con-
siderably, an adaptable digital signal processing al-
gorithm should enable faster readouts for
increased rates. In this case there are two possibili-
ties:

— to execute the adaptation algorithm after the
low-pass filters to enable shorter time periods
for higher stationary rates, and

— to execute the adaptation algorithm before the
filters, which would make it possible to sense
the rapid change of mean count rate before the
suppression of fluctuations is carried out.

THE STATISTICS OF THE
FLUCTUATIONS FROM THE
AVERAGE NUMBER OF ARRIVALS

Pulse arrivals from pulse counters, such as GM
tubes, represent a random process. Time intervals
between adjacent pulses for a Poisson random pro-
cess are given in [1]:

I(t)dt =re"dt (1)

where: r is the mean count rate, ¢ is a time interval
and I(¢) is the distribution function for time inter-
vals between adjacent pulses. The fluctuations of the
number of pulses from the mean during preset time
interval will form a random process. The fluctua-
tions of the mean count rate can be approximated
with Gaussian probability density function. There-
tore, the standard deviation is the appropriate mea-
sure of the mean count rate error and the relative
standard deviation is used as the error estimate of
the proposed preset time algorithm.

SIGNAL PROCESSING FOR
FLUCTUATIONS SUPPRESSION

The most salient features of count rate meters
are the accuracy of calculation of the mean count
rate and the response time to the fast changes of the
mean count rate. The first requirement concerning
accuracy comes down to the need to have one or
more rate meter parameters the adjustments of
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which would keep the fluctuations within defined
limits. This calls for very narrow bandwidth
low-pass filtering. The second requirement is di-
rectly opposed to the first requirement since it calls
tor a high bandwidth signal processing circuit that is
capable of responding with sufficient speed to the
mean count rate non-stationarities.

The conciliation of the two opposed require-
ments makes it necessary to implement an adaptable
signal processing method which would provide low
and controllable error when the mean count rate
stays within certain predefined limits from its true
value, and quick response to rapid changes of the
mean count rate outside the mentioned limits. The
adaptable adjustment of the readout time will
follow.

In count rate meters, regardless whether they
are using preset time or preset count algorithm to
estimate the mean count rate, the most important
piece of signal processing circuit is the low-pass fil-
ter used to suppress the fluctuations of the mean
count rate. Filters, in general, can be described as
devices realized in the form of physical hardware or
computer software applied to a set of noisy data in
order to extract information about a prescribed
quantity of interest [9]. In the framework of the ra-
diation level measurements using count rate meters,
the quantity of interest is the mean count rate and
the random fluctuations of the mean count rate rep-
resent the noise to be suppressed using low-pass fil-
tering. Here, the preset time count rate meter was
realized using adaptable digital signal processing,
and the low-pass filter was realized as a linear
time-variant (adaptive) discrete system with FIR
and IR filter was considered for realization.

Adaptable digital filters for the
preset time count rate meter

The linear time-invariant discrete system can
be described in time domain as [8]:

nn)= kzobk x(n—k)- Zak Wn-k)  (2)
where: x(n — k) is the filter input delayed by k sam-
pling time intervals, y(n — k) is the filter output de-
layed by k sampling time intervals, y(n) is the pres-
ent filter output, by the k-th coefficient of the
teedforward part of the filter and gy, the k-th coeffi-
cient of the feedback part of the filter. The alterna-
tive representation in z-domain is given by [8]:

H(z)= 3)

M
V) B
X, %

where X (z) is the z-domain excitation in z-domain,
Y(z) is the response in z-domain and H(z) is the filter
transfer function in z-domain.

In the case of the FIR filter, the eq. (2) reduces

M
nn) =k§)bk x(n—k) (4)
and the eq. (3) to:

H(z)

to:

O T, 2 ®
CX(2) 5
where by, (0 <k < M) are the coefficients and, at the
same time, the impulse response of the FIR digital
filter, while M+1 is the number of coefficients or
the length of the filter, which is here the adaptable
filter parameter. The direct form FIR filter, also
called the tapped delay line, is shown in fig. la.
Unlike the FIR filter, the transfer function of
the IIR filter (eq. 3), has both the numerator and
the denominator, i. e. both zeroes (like the FIR fil-
ter) and poles (unlike the FIR filter). Here, two
types of IIR filters were considered: digital realiza-
tion of Butterworth approximation of the ideal
low-pass filter using single second order section
with direct canonical nontransposed structure and
digital realization of inverse Chebyshev approxima-
tion of the ideal low-pass filter using single second
order section with direct canonical nontransposed
structure. The direct canonical nontransposed
structure is shown in fig. 1b.
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Figure la. The direct form FIR filter (tapped delay
line) with 3 coefficients
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Figure 1b. The direct canonical nontransposed struc-
ture of a single-section second order IIR filter
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Figures 2 and 3 depict the quantitative perfor-
mance of three selected filter systems together with
the case of no filter. The criterion used for perfor-
mance evaluations was relative standard deviation.
The filters used were: Butterworth second-order sin-
gle-section IIR filter (Wpyspand = 0.0017 rad/sample,
Wstopband = 0.15n rad/ Samplea Apas'sband =1 dB)
Agopband = 80 dB), inverse Chebyshev second-order
single-section IIR filter (Wpagband = 0.0017 rad/sam-
ple, Wyopband = 0.1m rad/sample, Apogpand = 1 dB,
Agopband = 80 dB) and FIR (moving average) filter
with 20 coefficients equal to unity. As can be seen from
fig. 2, the FIR filter performs better than the IIR fil-
ters and therefore it is used for further evaluations.

10

Relative standard deviation [%]

Tipe of filter

Figure 2. Relative standard deviation for the mean
count rate of 10 s~! and preset time of 10 s, for: (a) no
filter, (b) Butterworth IIR, (c) Chebyshev type 2 IIR
filter, and (d) FIR filter with 20 taps
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Figure 3. Relative standard deviation against mean
count rate for: (a) Butterworth IIR, (b) Chebyshev
type 2 IIR filter, and (c) FIR filter with 20 taps
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Figure 4. Results of the optimization procedure for
the number of FIR filter stationary coefficients for: a)
mean count rate = 1 s71, (b) 2 s71 and (c) 10 s7!

The most significant error reduction of over 2 times
compared with the no filter case is achieved by the
FIR. Figure 4 shows the results of the optimization
procedure for the number of stationary coefficients of
the FIR filter. As can be seen from fig. 4, the optimum
number of 20 FIR filter stationary coefficients was
used for performance comparisons in figs. 2 and 3.

THE REALIZED PRESET
TIME METHODS

The realized methods pertain to background
radiation level measurements with possible sudden
radiation level variations. It is supposed to provide
accurate measurements of the mean count rate with
the predefined count rate fluctuation of £5 - £10%
in the stationary conditions, and guaranteed maxi-
mum 1 s response time for sudden increase of the
count rate up to 100 times above the background
level.

The proposed two methods differ in the strat-
egy of execution of the adaptation algorithm for the
calculation of the new value of the preset time inter-
val.

The flow chart that describes the signal flow
realized by the first method is given in fig. 5.

After start-up and initialization the preset time
is set to its default value of 10 s and the error as spec-
ified. Then the sequence Poisson random pulses is
generated. The sequence is fed to the preset time al-
gorithm and mean count rate is calculated. After
that, the algorithm for detection of change of the
mean count rate compares the calculated rate with
the thresholds obtained by the optimization proce-
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Figure 5. The combined flow chart of the first and second method

dures. To avoid errors caused by statistical nature of count rate is compared with two earlier values. The
the mean count rate, a memory in the detection al- optimum upper threshold of 130% of the mean
gorithm has been introduced: the calculated mean count rate, the optimum lower threshold of 90% of
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the mean count rate, and the optimum number of
previous two values were obtained by carrying out
an optimization procedure the results of which are
shown in figures A1, A2, and A3 in the Appendix. If
the change of the mean count rate has not been de-
tected, the FIR filtering for stationary state is per-
tormed (FIR filter 1). The number of stationary co-
efficients of the FIR filter is variable depending on
the specified error and the mean count rate. The re-
lationships between the number of FIR filter 1 sta-
tionary coefficients and the mean count rate for the
considered range of the specified errors is illustrated
in fig. 6. Figure 6 shows that for any mean count
rate greater or equal to 1 s71, 20 stationary coeffi-
cients are sufficient for the mean count rate error of
approximately 4%; if the specified error is increased
to 5%, then 15 stationary coefticients are sufficient.
The flat portions of the curves are due to the adapta-
tion of the preset time interval with the mean count
rate given in fig. 9, where the preset time intervals
shorten with the increase of the mean count rate
which keeps the average number of pulse arrivals
within the preset time approximately constant.

If'a change of the mean count rate has been de-
tected, the second FIR filter takes over and per-
torms very little signal processing during transient
(FIR filter 2). The number of FIR filter coefficients
is only 1 in order to preserve fast response time of
the measurement. When the stationary FIR filter 1
with 20 taps takes over the signal processing imme-
diately after the end of the transient, then the mean
count rate in the first several preset time intervals
would exhibit large fluctuations due to the averag-
ing of count rate values from the previous stationary
and transient states, as shown in fig. 7a. However, if
a delay of several preset time intervals is introduced
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Figure 6. The number of FIR filter stationary coeffi-
cients against the mean rate for 3 specified values of
the error

in the low-pass filtering in the stationary state, no
significant fluctuations are present and the specified
error is preserved. Fig. 7b shows the case of a delay
of 5 preset time intervals.

Following the signal processing in the tran-
sient state, the adaptation algorithm of the preset
time interval performs calculations of the new value
of preset time interval based on the estimated new
value of the mean count rate, according to the curve
given in fig. 8.

While the first method executes the adapta-
tion algorithm after the low-pass filters to enable
shorter preset time intervals for higher stationary
rates, the second method executes the adaptation al-
gorithm before the filters which would allow sens-
ing a rapid change of the mean count rate before
fluctuation suppression is carried out. Thus, the
most significant change in the proposed adaptable
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Figure 7a. FIR stationary averaging with no delay
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Figure 7b. FIR stationary averaging with a delay of 5
preset time intervals
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Figure 8. The relation between the preset time inter-
val and the mean count rate implemented in the adap-
tation algorithm
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Figure 9. The number of FIR filter stationary coeffi-
cients against the mean count rate for 2 considered
values of the specified error

digital signal processor is the function block follow-
ing the generator of Poisson random pulses.

The preset time algorithm and the adaptation
of the preset time interval in the second method
constitute a unified signal processing block. The ad-
aptation algorithm first sets the lowest value for the
initial preset time interval, that is 1 s (Appendix,
A4a), which corresponds to the count rates higher
or equal to 10 s71. Since it has been shown that the
transient period lasts for maximum 2 preset time in-
tervals, the maximum response time is 2 s. Hence, a
swift response to a sudden change of the mean
count rate is provided. If the number of pulses ar-
rived at within 1 s is less than an optimized thresh-

old value of 6 counts (Appendix, A5a,b), then the
background radiation with typical mean count rates
of 1 or 2 s are assumed and the preset time interval
issetto 10 s (Appendix, A4b). The adaptation algo-
rithm permanently switches between the two men-
tioned states and sets the preset time interval to 1 s
or 10 s depending on the estimated mean count
rate.

Again, as in the first method the number of sta-
tionary FIR filter coefficients is variable depending
on the specified error and the mean count rate. The
number of FIR filter stationary coefficients against
the mean count rate is given in fig. 9. Figure 9 shows
that for any mean rate higher or equal to 1 s71, 20 sta-
tionary coefficients are sufficient for errors of approx-
imately 5% and if the specified error be increased to
10%, then 10 stationary coefficients are sufficient.

CONCLUSIONS

By applying adaptable signal processing tools,
two methods are presented for improving the classi-
cal preset time rate meters: accurate control of the
mean count rate error and adaptable preset time in-
terval. They share an optimized detection algorithm
that senses the change of the mean count rate and
low-pass filters of FIR structures. FIR filters imple-
ment the control of the mean count rate error by
suppressing the fluctuations in a controllable way.
FIR filters have a variable number of stationary co-
efficients depending on the specified error and the
mean count rate.

The methods differ regarding the execution of
the adaptation algorithm for the calculation of the
new value of the preset time interval. In the first
method this execution takes place after the low-pass
filters, which makes it possible to obtain shorter
preset time intervals for higher stationary rates. The
first method assumes stationary rates pertaining to
background radiation levels, sets the initial preset
time interval to 10 s, and if the mean count rate is
changed, it adjusts the duration of the preset time
interval based on the new value of the mean count
rate. In the second method the execution takes place
before the low-pass filters, which enables sensing of
the rapid changes of the mean count rate before the
fluctuation suppression is carried out. The fast re-
acting second method sets the initial preset time to
1 s corresponding to higher count rates, changing
to 10 s if background radiation levels are present,
taking the first (1 s) or the second (10 s) preset time
interval value depending on the estimated mean
count rate.

The parameters of the filters and adaptation
algorithms that are not variable depending on the
specified error and the mean count rate, were fixed
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to their optimum values after appropriate parame-
ter optimization procedures had been performed.

The specified error and acceptable response time
of the rate meter determine the appropriate method,
filter structure and filter parameters. The simulated
and realized methods with developed algorithms
guarantee response time not in excees of 2 s for mean
count rates higher than 2 s~} with controllable rate er-
rors between 4% and 10% with the number of FIR
filter stationary coefficients not higher than 20.

APPENDIX

Standard optimization procedure for pa-
rameters and filters considered in this paper is
described using the procedure for selection of
the optimum value for the lower threshold of the
detection algorithm that senses the change of the
mean count rate. The lower decision threshold is
varied over the range of values from 70% to 95%
of the mean count rate. The lower limit of 70%
was chosen because it is symetrical with the se-
lected upper decision threshold of 130% of the
mean count rate. In order to preserve the re-
sponse time (rate of convergence) of the algo-
rithm, values below the 70% were not consid-
ered. All other parameters of the algorithm were
held fixed. The variation of the lower threshold
was carried out for three typical values of the
mean count rates: 1, 2, and 10 s~!. The relative
standard deviation was used as the performance
criterion. The lower decision threshold values of
80% to 90% of the mean count rate were shown
to yield minimum relative standard deviation for

Relative standard deviation [%]

0
065 0.7 075 0.8 085 09 095 1

Lower threshold [% of the mean count rate]

Figure Al. FIR filter relative standard deviation with
respect to the lower threshold, for: (a) mean count
rate = 1 s1, (b) 251, and (c) 10 s!

majority of the considered mean count rates. The
results of the optimization procedure are shown
in fig. Al. For example, the curve for the mean
count rate of 1 s7! (the background radiation
level) shows very clearly the range of the opti-
mum values for the lower threshold to be be-
tween 80% and 90% of the mean count rate. The
value of 90% was selected as the result of the op-
timization procedure.
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previous values of the mean count rate), for: (a) mean
count rate = 1 571, (b) 2 s71, and (c) 10 s7!
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Figure A4a. Relative standard deviation against the
threshold value of the adaptation algorithm of the
preset time interval. The mean count rate is 10 s-1.
The adaptation algorithm is carried out before
low-pass filtering
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Figure A4b. Relative standard deviation against the
threshold value of the adaptation algorithm of the
preset time interval. The mean count rate is 1 s~1. The
adaptation algorithm is carried out before low-pass
filtering
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Anekcanpap 1. KUTTh

MEPAY CPEJBEI OABPOJA HA BA3U INNPENOAPEBEHOI' BPEMEHA
KOPUIREBEM AJAINTUBHE IUTUTA/IHE OBPAJIE CUTHAJA

Y oBOM pajy cy IpefICTaB/bEHE [IBE METOJIE KOj€ KOPUCTE alallTUBHY JUTUTAIHy 0Opajly CUTHAJIa
3a N00OJbIIaKkE KapaKTEPUCTUKA KJIACUYHOT Mepaya cpefiier og0poja Ha 6a3u peiofipeheHor BpeMeHa.
O06e MeTofie KOpUCTE ONTUMU30BAHU AITOPUTAM 3a JAETEKIUjy IPOMEHE Cpefilber ofdpoja. Y paay cy
pasMaTpaHa TpU THUIIAa HUCKO-NIPOIYCHUX (punTapa pa3jIMuUTUX CTPYKTypa KOjU peanusyjy (PyHKUH]y
KOHTpOJIE Tpelike Cpefllher oopoja, MOTUCKYjyhn (aykTyanmje cpemmer og0opoja Ha KOHTPOIMCAHA
HauuH. OJ] TpU pa3MaTpaHa, n3abpaH je jefjaH HUCKO-IPOIyCHU (pUNTap KOju je KopuiltheH Kot 06€ METOfIE.

IIpBa MeTofa KOpPUCTH afalTallMOHM allOPUTAM 3a HU3pauyyHaBamke HOBE BPEIHOCTH
npepoppebeHor BpemMeHa KOju ce W3BplIaBa IOCIE HUCKO-IIPONYCHOr ¢uiTpupama. OBaj aaropuraM
omoryhaBa ma ce mobmjy Kpahm mHTepBanu npenofapebeHor Bpemena 3a Behe crammoHapHe cpefmbe
onopoje.

JpyraMeToia KOPUCTH alrOpUTaM 32 U3padyHaBamhe HOBE BPEJHOCTH IIpeioipeheHor BpeMeHa
KOjU Cce U3BpIlaBa IIpe HUCKO-IPOIycHOr cdunrpupama. OBaj anroputram omoryhasa gerexkuujy Opse
IIPOMEHE CpeNIIEr O10poja Npe NOTUCKKUBAKA PIYKTyalHje CpeAber 0A0poja O CTpaHE HUCKO-IIPOITYy CHOT
duntpa.

Hexku napameTpu peann3oBaHUX METOJa CY (PUKCHU U JOOUjEHU CY Kao pe3ylTaTH U3BpIIaBamka
ofrosapajyhux onTuMmu3alMOHUX Ipoueaypa. Hucko-npomycHu ¢unrap uma IPOMEHJBUB OpOj
CTallMOHAPHUX Koe(UIMjeHaTa y 3aBUCHOCTU OJff 3aXTE€BaHE IPEIIKE M BPEJHOCTH CPElEr oA0poja.
Hucko-nponycuu unrap peanusyje pyHKIMjy KOHTpOJE I'pellike NOTHCKYjyhu duyKTyanuje cpefmer
0of10poja Ha KOHTPOJIUCAHN HAUWH.

Pa3Bujene m peanm3oBaHe MeTOfie NMOOOJbIIahba KAapaKTEPUCTUKA CPEeliler of0poja, Koje
KOPHUCTE pa3BUjeHE alrOpUTME, FapaHTYjy: BPEMEHCKH O3B Ha IIPOMEHE CPEAEr 0f0poja KOju Huje
AY>KH Of 2 CeKYH/JIe 3a cpefiibe oiopoje Behe off 2 umiylica 0 CEKyHIU U KOHTPOJIUCAHY IPELIKY CPE[IHEr
onopoja koja je y rpanunama ofg 4% mo 10%.

Kwyune peuu: mepau cpedrwez 006poja Ha 6a3u iipedoopeheHoz 8pemena, adailiiusia oo6pada cuznana,
Hucko-tpoilycuu guaitiap, PUP ¢uaitiap, 6p3ura cpedrez 006poja



